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Abstract —  

The quality of every project is determined by time, cost and scope – the 

triple constraint. Change in one factor incontrovertibly affects the 

others and attempting to minimize the cost and duration may prove to 

be an arduous task. Therefore, a successful project necessitates 

effective utilization of resources. To facilitate the project planning 

process, an automated intelligent tool is required to generate an 

optimal project schedule. Research has shown that genetic algorithms 

(GAs) can be used as an optimization tool in the project management 

domain. The main objective of this research is to investigate the use of 

GAs to enhance the efficacy of the project planning process by aiming 

to resolve time and cost conflicts. The research also includes a study of 

the effect of genetic environment parameters (population size, 

crossover rate, mutation probability, number of generations) on the 

solution efficiency. The paper describes the design and object oriented 

implementation of a genetic framework for the solution of the project 

scheduling problem. The proposition has been implemented in the C# 

language using Microsoft’s dot Net platform. The test cases depict that 

optimal project cost and task duration are achieved as generation size 

increases. In conclusion, an increase in the permutations of project 

schedule possibilities increases the chances to achieve minimum 

project cost. 

 

Keywords— Genetic Algorithm; Project Scheduling Problem; 

Project Planning; Project Management  

I. INTRODUCTION  

One of the fundamental project management challenges is 

effectively scheduling tasks and allocating resources. 

Attempting to minimize both the cost and duration may prove 

to be an arduous task as reducing cost increases the project 

duration and vice versa. 

Planning and scheduling requires integration of data pertaining 

to task details, resource constraints and the relationships among 
them. Depending on the kind of project, a variety of tasks may 

be included. For example, project planning involves 

requirements gathering, task analysis, design, development and 

testing and integration of modules. The resources employed 

may be both renewable and non-renewable encompassing 

manpower, machines, budget and raw materials. Effective 

assignment and management of the tasks and resources can 

make the difference between products that hit or miss the 

market. 

Thus, the optimization and automation of task scheduling and 

resource allocation is essential for good results. To solve this 

problem a multitude of exhaustive search methods have been 
used which may require extensive execution time as size of the 

problem increases. Genetic Algorithms (GAs) can provide an 

efficient and near optimal schedule for projects. 

This paper is divided into seven main sections. Section II presents 

the existing work in genetic algorithms along with the problems 

in project and resource scheduling. Section III discusses the 

proposed genetic framework and section IV elaborates on the 

application scenario. Section V contains the discussion of the 

acquired results. Future considerations are discussed in section 

VI and section VII concludes the research. 

II. BACKGROUND STUDY 

The core objectives of project scheduling are to minimize the cost 

and duration of the project and to minimize the number of 

products that are delivered late [1]. For effective project 

scheduling, it is necessary to assign the tasks with minimum 
number of resources to ensure completion in minimum duration. 

This complex multi-objective management problem belongs to 

the category of NP-hard problems [2, 3]. In order to find optimal 

solutions for these problems researchers have formulated 

numerous approaches including Genetic Algorithms (GAs), a 

branch of Evolutionary Computing. GAs are population-based 

search algorithms that reduce the possibility of finding the local 

optima because of the multiple search points. GAs can also be 

used to evolve polynomial time solutions for NP-hard problems 

[4]. A myriad of studies have been conducted on the use of GAs 

for solving the Project Scheduling Problem (PSP). A hybridized 
GA which integrates the Priority Rule-base Parallel Schedule 

Generation Scheme (PRPSGS) with conventional GA has been 

proposed for the Resource Constrained Project Scheduling 

Problem (RCPSP) with multi-skilled workforce [5]. Amr Kandil 

and Khaled El-Rayes implemented a parallel multi-objective 

genetic algorithm capable of optimizing large scale construction 

projects [6]. A hybrid greedy GA to reduce the make span of a 

project and production of good quality schedules has been 

proposed by Delgoshaei et al [7]. For optimization of RCPSP 

from different domains Rajeevan et al used GAs [8]. Findings 

have shown GA to be capable of searching the best known 

solutions from the problem space. In a study conducted by Sebt 
et al a Multi-Mode Resource Constraint Problem (MMRCPSP) 

was used to find the feasible mode and starting time for project 

scheduling. Here the authors have enhanced GA with an efficient 

fitness function and mode list based mutation operator [9]. The 

results show that using GA reduces the time duration for these 

projects. Sebt et al have proposed three different variants for GAs 

namely: Standard GA, Stud GA and Jumping Gene. In particular, 

the results show the effectiveness of Stud GA in solving RCPSP 

[10]. Xin Shu et al discuss a model taking into consideration 

priority of activities and a storage adjacency matrix to solve 

resource constraint multi project scheduling problem (RCMPSP). 
They find a solution for medical resource scheduling to enhance 

the feasibility of the problem solution [11]. Similarly, Firoz 

Mahmud et al propose a GA to solve heterogonous project 

scheduling problem which indicates the need of optimization of 

PSP [12]. In [13] Huu Dang Quoc et al perform a comparative 

analysis between GA, Greedy Search and differential evolution 
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algorithm. The result suggest that differential evolution algorithm 

is an enhanced model for solving PSP [13].  

In short, many advanced GA techniques have been used to solve 

PSP, RCPSP, RCMPSP, PRPSGS and MMRCPSP successfully. 

However, there is a need to implement an automated tool based 

on these sophisticated techniques. The main objective of this 
research is to investigate application of GAs for the solution of 

PSP. The proposed genetic framework is designed using object 

oriented paradigm and C# language and the dot NET platform are 

used for the implementation. 

 

III. GENETIC PROJECT SCHEDULING FRAMEWORK 

A GA evolves the solution of a problem. The algorithm begins 

with an initial set of solutions called population (represented by 

chromosomes – a collection of genes). Fitness of the 

chromosomes is calculated on the generation of the population. 

Subsequently, offspring are formed from parent solutions 

which have been selected according to their fitness. Every 
solution has an associated quality value which represents its 

chances to succeed. Crossover and Mutation are two genetic 

operators which are applied next. Crossover is implemented to 

form a new child by exchanging the information of two parent 

chromosomes. It is expected that the new population will be 

better than the old one. Mutation refers to arbitrary change in 

the information of a randomly selected gene from the 

population. Until certain conditions (such as the number of 

populations or improvement of the best solution) are satisfied, 

the entire process is repeated  

Different environment parameters influence the efficiency of a 
GA process. Among these, the size of chromosome population 

size is the most important factor. A larger population size may 

increase the probability of computing the global optimum but 

on the other hand, the processing time increases for larger 

population. Crossover Probability refers to the number of times 

a crossover will be performed. The offspring is an exact copy 

of the parents in the absence of a crossover. In the presence of 

a crossover, however, the offspring is a mixture of parts of the 

parents' chromosome. That is to say, if the probability of the 

crossover is 100%, then all offspring are different from their 

parents. If the crossover probability is 0%, whole new 

generation is an exact copy of chromosomes from the parents. 
Mutation Probability refers to how frequently parts of 

chromosome are mutated. If there is no mutation, the offspring, 

taken after crossover (or copy), is unchanged. If mutation does 

in fact occur, part of chromosome is changed. Thus, in case of 

a 100% mutation probability, the entire chromosome is 

changed, whereas, if the probability is 0%, the chromosome 

remains unchanged. Mutation prevents falling of GA into local 

extreme, however, frequent occurrence should be avoided 

because that will in fact change GA to random search. 

 

A. Solution Methodology 

Figure 1 illustrates the devised methodology for the 

implementation of the genetic framework. First of all, the user 

inputs the genetic environment parameters and the project plan 

requirements. In order to find the fittest schedule, GA functions 

like crossover, mutation and fitness are applied on the initial 

requirements. Until a project schedule is formulated and a 

terminating condition is met, this process continues. 

 

 

 

Figure 1: Solution methodology 

 

Different states of the genetic algorithm are explained in Figure 

2 where first population is generated according to the population 

size. Fitness of each chromosome is calculated. Chromosomes 

are arranged in ascending order of their fitness value. Two-point 

crossover is performed and mutation probability is added to all 

the less fit chromosomes. Chromosomes with acceptable fitness 

values are placed in the new generation. Processing is terminated 

till best fit chromosome or schedule with optimal/minimum 
project cost is obtained. 
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Figure 2: State diagram of solution methodology 

B. Object Oriented Structure 

Figure 3 illustrates the object oriented structure of the genetic 

framework. The structure comprises of gene, chromosome, 

population and generations. The smallest component of the 

structure is a gene. A gene contains the fundamental information 

about the problem. A chromosome is a schedule formed 
considering employee and project details. A specified population 

size determines the generation of multiple chromosomes. Various 

population generations are generated according to the size of the 

generation. Finally, until an optimal schedule is attained, fitness, 

crossover and mutation functions are applied on the project 

schedule. Different classes have been constructed in order to 

implement object oriented GA structure.  

C. Genetic Algorithm 

1. Set the GA environment parameters: population size p, 

generation size g, crossover rate c and termination 

criteria s. 

2. Initialize employee class consisting of attributes such as 

salary, experience in years, availability and employee 

skill set []. 

3. Initialize project details class consisting of attributes 

such as title of project, project skill set [], number of 

employees required and minimum duration for task 
completion. 

4. Initialize gene class by initializing required employee 

class and project detail class objects. 

5. Initialize an array of chromosome class C[] with respect 

to the population size p. In each chromosome perform 

the following: 

a. Compare employee skillset from employee class 

and project skill set from project detail class to 

formulate a schedule. 

b. Calculate project cost of each schedule. 

c. Calculate fitness value of each schedule 
6. Arrange population of chromosomes in ascending order 

of their fitness value. 

7. Initialize an array of generation class G[] with respect 

to generation size g. 

8. Calculate fitness threshold value. 

9. Perform crossover using cross-over rate c on 

chromosomes with project cost greater than fitness 

threshold. 

10. Perform mutation on chromosomes with project cost 

greater than fitness threshold. 

11. Continue till best fit schedule with minimum project 

cost is obtained. 
 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Figure 3: Object oriented GA structure  
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C.1 Population Generation  

The initial population of schedule (chromosome) and 

generations of population G[] are generated according to the 

generation size g. One generation consists of multiple variants of 

schedules with different project costs. A schedule is formed 

according to employee availability, salary, skillset and project 

skill requirement. Each schedules project cost varies in 

accordance to the assignment of project tasks and employee skill 

set. 

 

C.2 Fitness Evaluation 

The fitness of a schedule is computed using minimum project cost 
and accumulative project time duration. In accordance to 

calculate the project duration, the time duration of each task being 

performed needs to be calculated [4]. 

 

1. Let 𝒕𝒂𝒔𝒌𝒋
𝒅𝒖𝒓be the time period of each task. This can be 

computed by dividing the effort for current task 

performance  𝒕𝒋
𝒆𝒇𝒇𝒐𝒓𝒕

 by the accumulative degree of 

employee dedication  ∑ 𝒙𝒊𝒋
𝑬
𝒊=𝟏 .  This value lies between 0 

and 1, if an employee is  unable to carry out project tasks 

then 𝒙𝒊𝒋 is assigned the value of 0. The equation for 

project task period computation is given below:    

𝒕𝒂𝒔𝒌𝒋
𝒅𝒖𝒓 =

𝒕𝒋
𝒆𝒇𝒇𝒐𝒓𝒕

∑ 𝒙𝒊𝒋
𝑬
𝒊=𝟏

 

2. Let 𝑷𝒓𝒐𝒋𝒆𝒄𝒕𝒄𝒐𝒔𝒕 be the cost of current schedule. It can 

be computed by multiplication of employee salary, time 

duration of each task and employee dedication [4]. The 

mathematical equation of which is stated below:  

 

   𝑷𝒓𝒐𝒋𝒆𝒄𝒕𝒄𝒐𝒔𝒕 = ∑ ∑ 𝒆𝒊
𝒔𝒂𝒍𝒂𝒓𝒚

. 𝒙𝒊𝒋
𝑻
𝒋=𝟏

𝑬
𝒊=𝟏 . 𝒕𝒂𝒔𝒌𝒋

𝒅𝒖𝒓      

      ∑ 𝒙𝒊𝒋 > 0𝑬
𝒊=𝟏        

C.3 Cross-over Function 

A two dimensional single point crossover is applied where, rows 
and columns of parents are swapped on the basis of random 

selection [4]. Figure 4 below explains the above mentioned 

process in detail. In a way similar to that of a coin toss, the 

crossover is performed in order to determine which parent gene 

would be passed to the offspring. Until the crossover probability 

c is reached, alternate schedules from the present generations are 

selected to be placed in the new offspring. 

 
Figure 4: 2D Single point crossover  

IV. GA FRAMEWORK APPLICATION DESIGN 

To implement the GA framework, an application titled “GAP 

Scheduler” was designed and developed utilizing C# language 

dot NET platform. The application requests the user to enter task 

and resource skill set information. This data is entered in separate 

interfaces and is subsequently stored in a local repository 

database for optimal schedule determination. User then specifies 

GA parameters which are cross-over rate, mutation rate, 

population size and generation size. If user chooses not to specify 

GA parameters, then default parameter values are applied. 
Finally, the optimal schedule is displayed by the application in 

the form of a Gantt chart.  

V. RESULTS AND ANALYSIS 

The relationship between framework input variables, GA 
environment parameters and the output variables is displayed in 

Table 1. The input parameters include the total employees ETotal, 

total project tasks PTasks, the skills each task requires PTskills, and 

furthermore, the skills each employee possesses Empskills. The 

generation size Gsize, population size Psize, crossover rate Crate and 

mutation rate Mrate are the GA environment parameters. The last 

two columns represent the project cost Projectcost and the time 

duration Taskdur which are the two output variables calculated for 

each project schedule.  

For the analysis, test cases with different number of employees, 

tasks and GA parameters are generated. The results depict that 
the more the permutations of a schedule the more the chances of 

achieving a schedule with minimum cost and time. Figure 5a and 

5b illustrate this relationship proving that project cost decreases 

by increasing the generation size. The results also show that the 

population size and crossover rate have no effect on project cost. 

 

 
Figure 5a: Relationship between project cost and generation size for 

two task and two employees 

 

 
Figure 5b. Relationship between project cost and generation size for 

three tasks and three employees 
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Table 2: Result of test cases 

 
 Etotal Ptask PTskills Empskills Gsize Psize Crate Mrate Taskdur Projectcost 

1 2 2      Task 1: 6 ,  Task 2 : 3 Emp1:6 , Emp2:3 6 10 0.7 0.09 

 

29 500000 

2 2 2      Task 1: 6 , Task 2  : 3 Emp1:6 , Emp2:3 6 20 0.7 0.09 

 

29 500000 

3 2 2      Task 1: 6 , Task 2 : 3 Emp1:6 , Emp2:3 6 10 1 0.09 

 

22 500000 

4 2 2      Task 1: 6 , Task 2 : 3 Emp1:6, Emp2:3 12 20 1 0.09 

 

22 465000 

5 2 2      Task 1: 6 , Task 2 : 3     Emp1:6 , Emp2:3 12 10 0.7 0.09 

 

22 465000 

6 3 3 Task1:4 , Task2:1 , Task3:2 Emp1:7 , Emp2:2 , Emp3:4 6 10 0.7 0.09 42 815000 

7 3 3 Task1:4 , Task2:1 , Task3:2 Emp1:7 , Emp2:2 , Emp3:4 6 20 0.7 0.09 49 815000 

8 3 3 Task1:4 , Task2:1 , Task3:2 Emp1:7 , Emp2:2 , Emp3:4 6 10 1 0.09 49 815000 

9 3 3 Task1:4 , Task2:1 , Task3:2 Emp1:7 , Emp2:2,  Emp3:4 12 10 0.7 0.09 42 755000 

10 3 3 Task1:4 , Task2:1 , Task3:2 Emp1:7 , Emp2:2 , Emp3:4 12 20 1 0.09 42 755000 

 

VI. FUTURE CONSIDERATIONS 

To manage conflicting requirements in the project scheduling 

problem the proposed framework can further be improved. The 

current approach is focused on project scheduling for a single 

project. This framework would be more effective if it could 

manage finding optimal schedule cost for multiple projects 

simultaneously. It would provide project managers efficient 

solutions for PSP with minimum permutations collectively. 

Another consideration would be the use of priority based 

crossover instead of single point crossover [14]. By incorporating 
priority based crossover project managers would be able to set 

precedence to which gene is being passed to the offspring instead 

of random selection. Priority based crossover example is given in 

the table 2. Here user can select which set of activity should be 

passed over to the new offspring. In such crossover user would 

be able to input crossover task priority instead of crossover rate. 

 
Table 2: Priority based crossover 

Parent 1 

Priority 1 2 3 

Task/Activity List 1 3 6 5 7 4 8 2 

Parent 2 

Priority 1 2 3 

Task/Activity List 1 2 4 6 7 5 3 8 

Exchange priority no 2 from both parents lists 

Child 1 

Priority 1 2 3 

Task/Activity List 1 3 4 6 7 5 8 2 

Child 2 

Priority 1 2 3 

Task/Activity List 1 2 6 5 7 4 3 8 

 

VII. CONCLUSION 

In practical life, projects mostly have strict constraints of time and 

cost. Automation of finding optimal solution to PSP can save 

project resources. In this research work we implemented a GA 

based Project Scheduling application called GAP Scheduler to 

facilitate the project managers. The application will aid them to 

build an efficient schedule consisting of minimal cost and 

duration. Moreover, the utilization of resources is automatically 

optimized. This GA based tool can be used in the project 

management domain for the optimal assignment of workforce to 
the tasks. This scheduler is a step forward in the application of 

evolutionary algorithms for the solution of real world problems. 

The efficiency of the existing implementation can be further 

increased by using multithreading for the genetic computations. 

In the future we plan to enhance the functionality of application 

by incorporating provision of multiple projects’ scheduling 

simultaneously. 
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Abstract— Deep learning methods are commonly used in 

various applications now a days. It has also shown its 

effectiveness in the field of medicine and is actively used as an 

auxiliary technology. Although the COVID-19 epidemic is an 

unprepared process in the world, it has been one of the times 

when alternatives were most needed for diagnosis and 

treatment. Considering the cost of tests such as PCR in the 

diagnosis of the COVID-19 epidemic, it has become a need to 

create economical alternatives. In this context, the main 

objective of this study was to diagnose and distinguish between 

COVID-19 and pneumonia cases with CNN-based multiple 

models using images of chest X-rays. Specifically, three different 

CNN-based models were used, namely: InceptionV3, ResNet50, 

and InceptionResNetV2.  Moreover, different optimizers were 

also investigated to identify the best performing one. The models 

were trained on chest X-ray of 100 patients with COVID-19 and 

pneumonia. The experimental results showed that the SGD 

optimizer with the highest accuracy came to the fore with a 

value of 98.8%. 

Keywords— pneumonia, COVID-19, SARS-CoV-2, Deep 

Learning 

I. INTRODUCTION 

The epidemic caused by the SARS-CoV-2 virus and 
commonly known as COVID-19 was first seen in Wuhan, 
China, and affected the whole world. The COVID-19 
epidemic declared as a pandemic by the World Health 
Organization (WHO), has affected 82,579,768 people 
worldwide and caused the deaths of 1,818,849 people today 
(03.01.2020) [1, 2]. 

The mortality rate is very high as there is no specific drug 
or treatment method is available to treat the disease. 
Therefore, it continues to be an epidemic that people are very 
worried about around the world [3]. 

The similarity between pneumonia disease and COVID-
19 epidemic disease makes it inevitable to confuse COVID-
19 with pneumonia disease in this process. It can be stated that 
technology can be a helpful factor in distinguishing two 
diseases since the number of experts trained in this field is 
insufficient [4]. 

When pneumonia disease, also known as pneumonia, is 
not diagnosed early and correctly, it can lead to the death of 
patients, although not as high as the high mortality rate of 
COVID-19 disease today [5]. Pneumonia can be expressed as 
a disease that causes severe respiratory distress by affecting 
the lungs with the effect of viruses and bacteria [5]. 
Pneumonia causes damage to the person by making breathing 
difficult as a result of the damage to the air sacs that must be 
active in the lungs during breathing. This disease usually 
affects patients with weakened immune systems and can cause 
death [6]. 

COVID-19 epidemic disease is caused by the SARS-CoV-
2 virus and in humans; It presents with symptoms of coughing, 
high fever, sore throat, and difficulty breathing. Along with 
these symptoms, different symptoms such as taste difficulty 
and muscle pain can be seen. The virus transmitted from 
person to person through channels such as coughing shows its 
effects during the 14-day incubation period [7]. 

In this study, it was aimed to compare the results with 
other studies in the literature by applying the Convolutional 
Neural Network (CNN), which is a deep learning model for 
the determination of X-rays of COVID-19 and pneumonia 
patients using data sets consisting of chest X-rays. The results 
obtained within the scope of the research are presented in 
tables and graphics. The results obtained within the scope of 
the research; It has been compared with other studies in the 
literature within the scope of values such as accuracy, loss, 
and sensitivity. 

II. LITERATURE REVİEW 

As the importance and effect of pneumonia disease after 
the COVID-19 epidemic is repeated more frequently, 
understanding the difference between these diseases directly 
affects the treatment processes. In this context, the number of 
studies in which models are developed to distinguish COVID-
19 and pneumonia from chest X-rays using deep learning 
techniques is increasing. Details of some of the studies in the 
literature are as follows: 

Within the scope of the study, it is seen that the model 
created with deep learning techniques using two open data sets 
of COVID-19, pneumonia, and normal patients was tested and 
the results were shared. In the study, a model created by the 
combination of Xception and ResNet50V2 networks is 
proposed. The average accuracy of the proposed model in 
detecting COVID-19 cases was 99.50%, and the overall mean 
accuracy for all classes was 91.4% [10].  

In a different study, it was provided to train with datasets 
on COVID-19 and normal (healthy) human chest X-rays using 
CNN models. Within the scope of the study, CNN models 
ResNet18, ResNet50, ResNet101, VGG16, and VGG19 were 
used. During the experimental process of the study, 
measurements of classification accuracy were made using a 
data set containing 180 COVID-19 and 200 normal (healthy) 
chest X-rays. Within the scope of the created model, the 
highest result obtained as a result of the deep features 
extracted from the ResNet50 model and SVM classifier was 
observed as an accuracy score of 94.7%. It has been 
emphasized that CNN models and SVM classifiers are highly 
efficient in the detection of COVID-19 compared to local 
tissue descriptors [11]. 

By using chest X-rays and tomography films, the 
researchers used CNN, which is one of the deep learning 
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models, in the process of identifying COVID-19 by training 
the data. Within the scope of the research, a new model named 
CoroDet based on CNN was proposed. In the proposed model 
2 (COVID-19, Normal), 3 (COVID-19, Normal, Non-
COVID-19 Pneumonia) and 4 (COVID-19, Normal, non-
COVID-19 viral pneumonia and non-COVID-19 bacterial 
pneumonia) classifier is used . The accuracy values of the 
proposed model are expressed as 99.1% in a 2-class classifier, 
94.2% in a triple classifier, and 91.2% in a 4-class classifier. 
As a result of the research, it was stated that the CoroDet 
model is superior to existing technologies and can be helpful 
in decision-making in clinical processes [12]. 

One of the healthiest models recommended for diagnosis 
during the COVID-19 pandemic is PCR tests. However, in the 
study, which stated that alternatives could be created in 
diagnostic processes with technological different methods due 
to the limited number of test kits, [13], it was aimed to 
investigate a new model to be created with a pre-trained 
multiple CNN model for COVID-19 chest X-ray films. Open 
data sets were used in the research. Within the scope of the 
research, in the first data set consisting of 453 COVID-19 
chest X-rays and 497 non-COVID chest X-rays, an accuracy 
of 0.963 AUC and 91.16% was achieved with the model 
created. In addition, in the second data set consisting of 71 
COVID-19 chest X-ray images and 7 non-COVID chest X-
rays, an accuracy of 0.911 AUC and 97.44% was achieved 
with the model created. As a result of the research, it was 
stated that pre-trained multiple CNNs were more effective 
than single CNN in the diagnosis of COVID-19. 

F In a different study, a model using chest X-rays was 
proposed because of the higher cost of obtaining tomography 
images. In addition, the fact that the images that are easier to 
access in hospitals are chest X-rays is also presented as a 
factor. Within the scope of the research, a new model created 
from multiple CNN models was proposed and compared with 

different CNN models. COVID-19 is used as the classifier, 
and a 3-classifier is used as the other. As a result of the 
research, accuracy of 99.5246% was obtained. It has been 
stated that the proposed model gives more effective results 
compared to other CNN models (VGGNet, ResNet50, 
Alexnet, Googlenet InceptionnetV3, etc.) [7]. 

The effect of a new CNN model-based model was 
investigated using data sets consisting of images of chest X-
rays. The name of the new model proposed within the scope 
of the research was determined as CovXNet and normal, 
pneumonia (viral and bacterial), and COVID-19 chest x-ray 
images obtained from open data sets were used. For the 
COVID / Normal classifier the accuracy was 97.4%, for the 
COVID / Viral pneumonia classifier 96.9%, for the COVID / 
Bacterial pneumonia classifier 94.7%, and for multi-class 
COVID / normal / Viral / Bacterial pneumonia% An accuracy 
of 90.2 has been achieved. It can be stated that the model 
proposed as a result of the research can serve as a diagnostic 
tool in the current situation of the COVID-19 pandemic [4]. 

In the study where a new model based on the CNN model 
was proposed, a data set consisting of images of chest X-rays 
was used. Within the scope of the model, images of chest X-
rays were trained with a 12-class structure and it was stated 
that an accuracy value of 86% was reached as a result of 
testing the model [14]. 

In a different study [15], it was aimed to identify 
tuberculosis patients with a CNN-based model using images 
of chest X-rays. The accuracy value obtained as a result of 
testing the developed model was specified as 85.68%. 

Information on other studies conducted is summarized in 
Table I. The results presented in these studies indicate that 
deep learning-based techniques are very effective for 
identification of COVID-19 positive cases. 

TABLE I. INFORMATION ON OTHER STUDIES IN THE LITERATURE 

No Name of Study Purpose of Study Result 

1 

Covid-net: A tailored deep convolutional 
neural network design for detection of 
covid-19 cases from chest x-ray images 
[16] 

It is aimed to identify the COVID-19 patient 
with the CNN-based model, using images of 
chest X-rays. 

As a result of the research, the model using the data 
set using the images of 13,975 chest X-rays reached 
98.9% accuracy. 

2 
Covidx-net: A framework of deep 
learning classifiers to diagnose covid-19 
in x-ray images [17] 

Automatic diagnosis of COVID-19 disease is 
aimed with a newly developed model named 
COVIDX-Net. 

Images of 50 normal and 25 COVID-19 patients 
were used within the scope of the study, and the 
accuracy rate of the proposed model named 
COVIDX-Net was expressed as 91%. 

3 
Deep learning based detection and 
analysis of COVID-19 on chest X-ray 
images [18] 

Images of chest X-rays of healthy and COVID-
19 patients were processed and analyzed 
comparatively using CNN models. 

As a result of the research, in the study in which 
Inception V3, Xception and ResNeXt models were 
used, 5467 of the open data sets were used for 
training models and 965 for verification. When the 
comparison results are examined, the Xception 
model has achieved 97.97% results compared to 
other models. 

4 

Cascaded deep learning classifiers for 
computer-aided diagnosis of COVID-19 
and pneumonia diseases in X-ray scans 
[19] 

Within the scope of the study, it is aimed to train 
the data set consisting of images of COVID-19, 
non-COVID-19 viral pneumonia and non-
COVID-19 bacterial pneumonia chest X-ray 
films with VGG16, ResNet50V2, and Dense 
Neural Network (DenseNet169) models. 

Within the scope of the study, the data set 
consisting of images of COVID-19, non-COVID-
19 viral pneumonia and non-COVID-19 bacterial 
pneumonia chest x-ray films were trained with 
VGG16, ResNet50V2, and Dense Neural Network 
(DenseNet169) models, and as a result, 99.9% 
accuracy was achieved. 
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III. MATERIAL AND METHODS 

The sample architecture of the proposed method used in 
this study is shown in Fig. 2. Although the model to be used 
in the research is the CNN model, the images were initially 
resized as 224 × 224 pixels in order to be suitable for this 
model. 

Brief information about the CNN model as the deep 
learning model suggested in the study is as follows: 

Deep learning models are used quite effectively in 
processes such as examining medical data, classification, and 
segmentation. As a result of processing these data with deep 
learning models, it can be used to facilitate the diagnosis of 
epidemic diseases such as pneumonia and some types of 
cancer as well as epidemic diseases such as COVID-19 [20, 
21]. 

The Convolutional Neural Network (CNN) model can be 
defined as a class of deep neural networks used in image 
recognition problems [22].  

 

Fig. 2. CNN Model Layers Diagram [23] 

 

 

Figure 3. Work Flow of the CNN-Based Proposed Model within the Scope of Identifying COVID-19 and Pneumonia Patients Using Chest X-rays [19] 
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The working principle of the CNN model can be expressed 
as converting the images taken as input into a format that can 
be processed by the computer. Accordingly, the images are 
converted into matrix format and they try to determine which 
label the new images belong to by learning the effects on the 
label according to the image differences, namely the matrix 
changes. The learning process of this model consists of 
different layers. These layers are named as a convolutional 
layer, pooling layer, and fully connected layer [22].  

TABLE II  DATA SET USED IN THIS STUDY 

 Train Train  Test Test  

Pneumonia 3875 40 390 10 

SARS-CoV-2 930 40 930 10 

Total 4805 80 1320 20 

3.1. Data Set 

Two open data sets were used within the scope of the 
study. The first of these data sets is Dr. Joseph Cohen et al. It 
was obtained from chest X-ray images of 930 COVID-19 
patients created and shared on the GitHub platform [9]. The 
second one is the data set shared by Paul Mooney under the 
name of “Chest X-Ray Images (Pneumonia)” on the Kaggle 
platform [8]. The second data set contains 5856 images in 
total. All images in the data set are adjusted to 224 x 224 size. 
Information on the data set used in this study is summarized 
in Table 2. 

The CNN models used within the scope of the study are 
InceptionV3, ResNet50, and InceptionResNet V2. These 
models can be briefly explained as follows: 

3.2. Deep Learning Models Used in the Study 

Explanations regarding the model used in the study are as 
follows: 

InceptionV3: It is a kind of CNN-based model. In this 
model, the pooling steps are maximum and form a connected 
neural network structure at the last stage [24]. 

ResNet50: It is an improved version of the CNN model. 
By creating shortcuts between layers to solve the problem, 
provides convenience in the complex structure and prevents 
deterioration [25]. 

InceptionResNetV2: It is a kind of CNN-based model. In 
this model, it can be expressed as an estimated class 
probability list with 299 * 299 images to be trained in the 
ImageNet 2012 data set [26]. 

3.3. Experimental Setup 

 Python programming language was used in the training of 
the model proposed in the study [27]. The experiments carried 
out within the scope of the study were carried out using the 
Central Processing Unit (CPU), Graphics Processing Unit 
(GPU), or Tensor Processing Unit (TPU) hardware and the 
online cloud service. CNN models (ResNet50, InceptionV3, 
and Inception-ResNetV2) are pre-trained with random start 
weights by optimizing the cross-entropy function with the 
optimizer (1 = 0.9 and β2 = 0.999) called adaptive moment 
estimation (ADAM). Group size, learning speed, and a 
number of periods were experimentally set to 2, 1e-5, and 30 
for all experiments, respectively. The data set used was 
randomly divided into two independent data sets, 800 and 40, 
respectively, for training and testing. The parameters used in 
the experimental process can be summarized in Table III: 

TABLE III    PARAMETER SETTINGS 

Parameter Value 

Activation function ReLU 

Batch size 2 

Learning rate 0.00001 

Loss function Binary 

Optimizer Adam, SGD, RMSProp 

3.4. Performance Criteria 

Deep learning criteria were used to examine the 
performance criteria of the model proposed in the study are: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
 (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (2) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 (4) 

    TP, FP, TN and FN given in Equations (1) - (3) represent 
the numbers of True Positive, False Positive, True Negative 
and False Negative, respectively.  

IV. RESULTS 

This section describes the results obtained in this study. As 
mentioned earlier, three CNN models were used: 
InceptionV3, ResNet50, and InceptionResNetV2. More 
experiments were also performed to investigate different 
optimizers. In this study, three optimizers were tested: 
ADAM, SGD, and RMSProp optimizers. 

The classification results obtained are summarized in 
Table IV. The highest classification accuracy was obtained for 
SGD optimizer with InceptionV3, ResNet50, and 
InceptionResNetV2 model. It produced 98.8% accuracy with 
just 20 epochs. This was followed by the RMSProp optimizer 
which resulted in 95.0% accuracy while ADAM optimizer 
produced 86.3% accuracy. In terms of the estimation level of 
the model applied in the test data set, in the case of using the 
SGD optimizer, the sensitivity, recall, and f1 score have an 
accuracy value of 1.00, while in the RMSProp optimizer, the 
sensitivity, recall, and f1 score are seen as 0.95. In ADAM 
optimizer, sensitivity is 0.88, recall and f1 score is 0.85.  

The highest classification accuracy was obtained for SGD 
and RMSProp optimizer with InceptionV3, ResNet50, and 
InceptionResNetV2 model. It produced 98.8% accuracy with 
just 30 epochs. This was followed by the ADAM optimizer 
produced 82.5% accuracy. In terms of the estimation level of 
the model applied in the test data set, in the case of using the 
SGD and RMSProp optimizer, the sensitivity, recall, and f1 
score have an accuracy value of 1.00, while in the ADAM 
optimizer, is 0.81, recall 0.70, and f1 score 0.67. 

 TABLE IV  HIGHEST ACCURACY (%) OBTAINED FOR EACH OPTIMIZERS 

Optimizer Epoch Accuracy Sensivity Recall F1Score 

SGD 20 98.8 100 100 100 

RMSProp 20 95.0 95.0 95.0 95.0 

ADAM 20 86.3 88.0 85.0 85.0 

SGD 30 98.8 100 100 100 

RMSProp 30 98.8 100 100 100 

ADAM 30 82.5 81 70 67 
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 The overall summary of the results obtained for this study 
using CNN models with different optimizers can be seen from 
Fig. 4. a) shows the accuracy and loss obtained for the Adam 
optimizer for 30 epochs while b) shows the confusion matrix 
for the same optimizer. Similarly, c) and d) shows the 
accuracy/loss and confusion matrix for SGD optimizer. e) 
show accuracy and loss for RMSProp optimizer and f) shows 
the confusion matrix obtained using it.  As it is clear that both 
SGD and RMSprop produced optimal results on our test data 
while the accuracy obtained for Adam optimizer was 
relatively lower than its two counterparts.   

The models applied within the scope of the research have 
been compared some other well known models and the details 

regarding the comparison are summarized in Table V. In 
previous studies, data type, method, number of classes, and 
accuracy were compared. 

In the study, it was aimed to reach the best result of the 
model applied to the data set of chest X-rays with the use of 
different optimizers. As a result of the findings obtained, it can 
be stated that SGD optimism stands out in the results obtained 
with three different optimizers for the model applied in the 
study. However, in the prediction process on the test data set, 
the RMSProp optimizer gave the best result and all predictions 
were obtained correctly. 

 

 

 

(a) 

 

(c) 

 

(e) 

(b) (d) (f) 

Figure 4. Comparison of results according to different optimizers (a) Accuracy and Loss Plots Using ADAM Optimizer (Epoch=30)  (b) 
Correct and Prediction Matrix Using ADAM Optimizer (c) Accuracy and Loss Plots Using SGD Optimizer (Epoch=30)  (d) Correct and 
Prediction Matrix Using SGD Optimizer (e) Accuracy and Loss Plots Using RMSProp Optimizer (Epoch=30)  (f) Correct and Prediction 

Matrix Using RMSProp Optimizer 
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TABLE V. COMPARISON WITH DIFFERENT STUDIES IN TERMS OF METHOD AND ACCURACY (%) 

Study Data Type Method 
No. of 

Classes 
Accuracy (%) 

Sahinbas and Catak [28] X-Ray Images 
VGG16, VGG19, ResNet, DenseNet, 

InceptionV3 
2 80 

Khan et al. [29] X-Ray Images CoroNet 4 89.60 

Singh et al. [30] X-Ray Images MADE based CNN 2 92.55 

Narin et al [27] X-Ray Images 
InceptionV3, ResNet50, ResNet101, 

ResNet152, Inception-ResNetV2 
2 96.1 

Proposed 

X-Ray Images 
InceptionV3, ResNet50, Inception-

ResNetV2 (SGD Optimezer)  
2 

98.8 (epoch 20) 

98.8 (epoch 30) 

X-Ray Images 
InceptionV3, ResNet50, Inception-

ResNetV2 (ADAM Optimezer)  
2 

86.3 (epoch 20)  

82.5 (epoch 30) 

X-Ray Images 
InceptionV3, ResNet50, Inception-

ResNetV2 (RMSProp Optimezer)  
2 

95.0 (epoch 20)  

98.8 (epoch 30) 

These studies show that although there are different 
degrees of accuracy, different values of parameters such as 
epochs, the number of classes, and the model directly affect 
the classification accuracy. The literature showed that deep 
learning based approaches produced satisfactory results for 
identification of COVID-19 bases. However, less studies were 
conducted to distinguish between Covid-19 and Pneumonia 
cases.  

CONCLUSION 

The main purpose of this study is to facilitate the diagnosis 
of COVID-19 and pneumonia patients by training the images 
taken from open data sets of chest X-rays with the CNN-based 
model (InceptionV3, ResNet50, and InceptionResNetV2). In 
addition, every technological method that facilitates economic 
conditions has become very important during the current 
COVID-19 outbreak. It is aimed to reveal the difference 
between these two diseases with deep learning models within 
the scope of the study that the PCR tests required for the 
diagnosis of the COVID-19 epidemic are similar to 
pneumonia in terms of the burden of the economy and the lung 
effects of this disease. 

We investigated different optimizers with the CNN 
models and evaluated their accuracy. The results indicate that 
the SGD optimizer with 20 epochs produced highest accuracy 
with 98.8%, followed by RMSProp and ADAM optimizers 
with 95% and 86.3%, respectively. However, when the epoch 
value was 30, SGD and RMSProp optimizers gave the best 
degree of accuracy with 98.8%, followed by ADAM optima 
with 82.5%. 

In future we would like to extend the CNN models on 
relatively larger data sets and obtain high classification 
accuracy. In this context, the creation of regional data sets 
together with the contribution to open data sets may also allow 
deep learning to examine the effect of the epidemic disease 
such as COVID-19 according to the conditions of the region. 
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Abstract—Weather forecast is one of the most important 

research areas in world problems such as meteorology, human 

civilization, drought, agriculture and dams. We propose Back 

Propagation Feed Forward Neural Network and Multiple 

Linear Regression method and models for predicting air 

precipitation in the project. Proposed Neural Network model 

were trained with 8 optimization algorithms in order to find 

proper accuracy. The performance of the models in the project 

is evaluated with the most appropriate statistical methods. 

Coefficient of correlation (r), Root Means Square Error 

(RMSE), Mean Percent Error (MPE), Mean Absolute Percent 

Error (MAPE), Mean Square Error (MSE) and R-square 

statistics were used to measure the accuracy of the model 

proposed in the project. The data sets used in the project were 

taken from the Istanbul Provincial Meteorology System. 

Obtained results demonstrated that, It is seen that the model 

proposed in the project gives better results than the algorithms 

in other studies. It is seen that the model proposed in the project 

gives better results than the algorithms, models and techniques 

in other studies. 

Keywords— Neural Network, Multiple Linear Regression, 

Rainfall, Machine Learning 

I INTRODUCTION 

Rainwater, which is the most important part of the world, 
is a very important issue in hydrology, meteorology and the 
future of humanity. Rain is the result of the interaction of the 
weather system and is affected by many environmental factors 
such as the ecosystem, tree density and terrain. [1]. The impact 
of rainfall on human civilization and agriculture from past to 
present is enormous. Rainfall is a difficult and important 
natural climate event that can be predicted days in advance for 
human civilization. The most important part of precipitation 
forecast is required for the advance planning and management 
of water resources and water use. It is very important that 
water channels and dams do not overflow. Additionally, 
rainfall has a strong impact on systems such as traffic, drought, 
sewage, landslides, floods, tsunamis and other human 
activities in urban areas. However, due to factors such as the 
complexity, disorder, continuous change of the ecosystem, the 
incredible diversity of atmospheric processes that make up 
both space and time, precipitation is one of the most complex 
and difficult to predict issues to understand, analyze and 
model. For these reasons, despite advances in many 
technological fields such as the increase in weather forecast 
models and algorithms in recent years, accurate weather 
forecast is becoming very difficult. Precipitation means 
agriculture and crops; agriculture and crop mean life. Weather 
forecast is very important for the agricultural sector, which 
contributes significantly to the country's economy. Numerous 
research and projects have been conducted by different 
researchers around the world to accurately predict weather 
precipitation using a variety of techniques and models. 
However, the prediction accuracy obtained with these studies, 
algorithms and techniques is also below the desired level 
because the precipitation does not continue in the same way.  

 

The artificial neural network algorithm succeeds in 
precipitation prediction thanks to its highly nonlinear, 
flexibility, data-driven learning in modeling without prior 
knowledge of collection behavior and flow processes. [2]. 
Artificial neural networks have been highly preferred and 
successfully used in various aspects of science and 
engineering in recent years due to their ability to model and 
analyze both linear and nonlinear systems without making 
assumptions, as they are more successful in most traditional 
statistical approaches. ANN technique is frequently preferred 
and successfully used in all countries of the world for the 
prediction, recognition and classification of many weather 
events [3]. 

In this study, in order to predict the rainfall in a very 
effective way we propose back propagation feed forward 
neural network and multiple linear regression models. 
Proposed Neural Network model were trained with 8 
optimization algorithms in order to find proper accuracy. The 
performance of all models to be applied is evaluated and 
analyzed using the most appropriate statistical methods for the 
project. Coefficient of correlation (r), Root Means Square 
Error (RMSE), Mean Percent Error (MPE), Mean Absolute 
Percent Error (MAPE), Mean Square Error (MSE) and R-
square statistics were used to measure the accuracy of the 
model proposed in the project. 

The remainder of the article is as follows: Part 2 explains 
relevant work and provides information on topics. Chapter 3 
explains the data set used and details of the proposed models 
and algorithms. Section 4 presents all the data and results 
obtained in the project. Chapter 5 contains descriptions of 
data, estimates, results. 

II RELATED WORK 

There are many studies and sources for precipitation 
prediction in past studies. This section is where these studies 
are mentioned. 

In study [4], researchers proposed a precipitation forecast 
project using artificial neural networks. The proposed model 
predicts air precipitation with artificial neural networks of the 
Udupi region in Karnataka state of India. BPNN with feed 
forward network structure and repeating layer architecture was 
tested in the project. When we look at the results, it seems that 
the recurrent network gives more accurate results than BPNN.  

In study [5], researches in order to predict the rainfall 
precipitation proposed LSTM and Convolution Neural 
Network (CNN) models. Proposed models, Estimated 
monthly average rainfall data for 10368 Geo Locations 
worldwide for 39 Months. Obtained results shows that LSTM 
gets RMSE of 2.25, whereas the RMSE of CNN was 2.44.  

In study [6], researches perform C4.5 algorithm in order to 
predict the rainfall in city Bandung regency in Indonesia. 
Furthermore, the final sifting method is used to optimize 
sifting on the model. From the results, it can be seen that the 
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analysis positively affects the model and gives correct results. 
The average accuracy test result without pruning is 60% and 
the use of pruning is 93.33%. 

In study [7], researches in order to predict the weather in 
New Delhi, India and Australia applied five different 
classification algorithms such as Extra Trees, Random Forests, 
Logistic Regression, Stochastic Gradient Descent (SGD) and 
Support Vector Machines (SVM). Obtained results shows that 
Random forest and Extra Trees reached the highest accuracy 
of 85%. Followed by SVM and Logistic Regression with an 
accuracy of 83%. SGD reached the lowest accuracy 82%.   

In study [8], researcher proposes a hybrid DL approach, a 
combination of one-dimensional Convolution Neural Network 
(Conv1D) and Multi-Layer Perception (MLP), All step 
forward daily precipitation forecast from day 1 to day 5. Next, 
proposed hybrid model were compared with MLP and SVM. 
When this model is examined, it is seen that the hybrid model 
gives more accurate results. Looking at the models in general, 
the predictive data from the recommended hybrid DL model 
can be helpful in agricultural irrigation planning and even 
flooding due to heavy rainfall. 

To improve and demonstrate the average prediction 
accuracy for short-term precipitation, the study [9] proposed a 
Dynamic Regional Combined short-term precipitation 
Prediction model (DRCF) using a Multi-Layer Sensor. 
Experiments were conducted on data sets taken from 56 real 
space meteorology sites in China. As a result of the 
experiments, it shows that the proposed model performs better 
and more successfully than the existing approaches in terms of 
both threat score (TS) and root mean square error (RMSE). 

III MATERIALS AND METHODS 

In this section, first about the data set, then about the 
reconstruction of the missing data and important factors such 
as data transformation, model selection and accuracy are 
explained. Secondly it is described the proposed Artificial 
Neural Network model. Lastly it is described the Linear 
Regression model.  

A. Data set 

Data sets used in the project were used from the Istanbul 
provincial meteorological system and data falling to Istanbul 
rainfall stations from the FreeMeteo website. In total, 365 data 
were taken by taking the average values of the years between 
2015-2019. Data is divided into 5 branches: temperature, Max. 
temperature, min. the temperature is classified as water 
temperature and precipitation. Note that, 70% of the data set 
were used for training, 15% for Validation and remaining 15% 
for testing. The reason for separating data in this way is 
because these values produce values that are the most accurate 
and the least error value. 

B. Neural Network Model 

Artificial neural networks (ANN) have the ability to 
represent nonlinear processes and many collaborative articles 
have been published in this area. [10], [11], [12]. An artificial 
neural network consists of a simple and synchronized 
substance called neurons, which looks like biological neurons 
in the human brain. Feed forward ANN can have multiple 
layers. These neurons are lined up in layers in the network. 
Neurons in one layer are connected to the next layer. The 
strength of the connection between two neurons in adjacent 
layers is called "weight". There are weights between the links, 
and these weights are changed during the training process in 
order to produce a result close to the desired value from the 
input. The training rule is used to adjust the weights for this 

change. [13]. ANN consists of input, hidden and output layers. 
In a feed forward network, the weighted links feed forward 
from only one input layer to the output layer. Each node in a 
tier receives the weighted input from the previous tier, and 
jobs then forward its output to nodes in the next tier through 
links. In forward and backward feed, activation is fed 
backward. From output layer to hidden or input layer. Our 
proposed Feed forward back propagation neural network 
model consists of four layers; one input, two hidden and one 
output layer with 4,10,10,1 neurons respectively. As activation 
functions, in both input and hidden layers ReLu, while in 
output layer soft max (2) were used. Learning rate was set to 
0.07. In order to find a proper accuracy, we trained our model 
with nine different optimization algorithms such as: 
Lavenberg-Marquardt (1), Bayesian regularization (2), Scaled 
conjugate gradient (3), Batch training, BFGS(4), Powell-
Beale (5), Fletcher-Powell (6), One step scan (7), Resilient (8). 
Note that, all the mentioned hyper parameters above are 
constant for each experiment.  

𝛥𝑤 = (𝐽𝑇𝐽 + 𝜇𝐼)−1𝐽𝑇𝑒 (1) 
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C. Linear Regression 

The method proposed in the project is based on multiple 
linear regression. For estimation, data have been collected 
from publicly available sources. 70 percent of this data is for 
education and 30 percent of the data is for testing. The multiple 
regression method is used to estimate values in the project, and 
this method is both a mathematical and statistical method. 
There is a linear relationship between variables and output 
values. The multiple linear regression equation is as follows: 

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + ⋯ + 𝛽𝑝𝑥𝑖𝑝 (9) 

The number of observations is denoted by “n”. The 

dependent variable is 𝑦𝑖  and the descriptive variable is 𝑥𝑖.    𝛽0 
and 𝛽𝑝 are the constant y intercept and slop of descriptive 

variable respectively. Model error is indicated by  ∈. In the 
proposed model within the project, more than one 
meteorological parameter is required to predict the weather. 
For this estimate to be more accurate, Using multiple linear 
regression instead of linear regression gives much more 
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successful results. The assumptions which are made by the 
multiple linear regression are: linear relationship between the 
both the descriptive and independent variables, the highly 
correlated variables are independent variables, 𝑦𝑖 is calculated 
randomly and the mean and variance are 0 and 𝜎 .    

IV EXPERIMENTAL RESULTS 

This section shows the results of the ANN and linear 
regression model proposed in the project. The precipitation 
data used from 2009 to 2018 consists of 10959 data sets. The 
data is divided into two parts: 70% for training data and 30% 
for test data. 

In order to evaluate how close are the predictions of 
proposed neural network model to the eventual outcome and 
which optimization algorithm effects more positively to the 
proposed model we perform error metrics. The major error 
parameters we use are coefficient of correlation (r). 

Root Means Square Error (RMSE), Mean Percentage 
Error (MPE), Mean Absolute Percentage Error (MAPE), 
Mean Square Error (MSE) and R2. 

The correlation coefficient is a mathematical, statistical 
measure of the linear relationship between two variables. The 
value of R is calculated as follows: 

𝑟 =
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 Where 𝑦𝑖   (mm) and 𝑦𝑖
′ (mm) represent the observed and 

predicted amount of weather precipitation “t”, (mm) and 𝑦 
(mm) are the estimated and observed air precipitation, 
respectively, and "n" indicates the total number of data points. 
The "R" value ranges from [−1, 1], where -1 represents a 
perfect negative linear relationship. 0 indicates no linear 
relationship, and 1 represents a perfect positive linear 
relationship. The higher the "R" value is in the applied project, 
the higher the model performance. 

   RMSE is often used to measure the difference between 
observed, measured and predicted values. Its value is Always 
positive and a lower RMSE means a better model 
performance. RMSE is expressed as: 
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  MPE the calculated average of percentage errors when 
the estimates differ from the actual estimated amount. MPE 
can be defined as: 
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Where 𝑎𝑡 “n” dictates that the estimated amount is the true 
value. 𝑓𝑡 is the number of times the variable was predicted 
and n  was the number of different times the variable was 
predicted. 

 MAPE is used to measure the efficiency, consistency and 
accuracy of the proposed model and algorithm in the project. 
Its value is calculated by eq. (13) 
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Where 𝑎𝑡 is the actual value and 𝑓𝑡 is the forecast value. 
MAPE is also presented as a percentage, which is the above 

equation multiplied by 100, according to different models. The 
difference between 𝑎𝑡 and 𝑓𝑡 is divided by the actual 
value 𝑎𝑡 again. The absolute value in this solution is summed 
up for each point predicted and divided by the number " 𝑛". 
Multiplying by 100% gives the percent error. 

The mean square error between observed, predicted, and 
computed outputs can be defined as: 

𝑀𝑆𝐸 =
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 R-Square measures how much of the variability in the 
dependent variable will be regulated and explained by the 
model. It is expressed as:  

𝑅2 ≡ 1 −
𝑆𝑆𝑟𝑒𝑠
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Figure 1 illustrates the Multi linear regression analysis for 
rainfall prediction. Blue circles represent the distribution of 
the normalized data. It is seen that the deviation and 
distribution of the values in the regression analysis progresses 
in the plane and the precipitation values diverge according to 
the months. 

A. Model Performance 

The performance of proposed model with different 
optimization algorithm in terms of different evaluation metrics 
is described in Table 1. 

 First in Table 1. Proposed model is compared among 
different optimization algorithms. In terms of MPE, FFNN 
with Scaled Conjugate Gradient performed worst with 2.11, 
whereas FFNN with Powell-Beale performed the best with 
value of 1.69. In terms of MAPE, FFNN with BFGS achieved 
the best value 0.49, whereas FFNN with Powel Fletcher the 
worst value 0.61. In terms of MSE, FFNN with Powell-Beale 
performs well with value 0.10, whereas FFNN with One step 
scan achieved the worst result. In terms of RMSE, FFNN with 
Powel Fletcher performed the best with 0.18, whereas Scaled 
Conjugate gradient performed worst with 0.34. In terms of R-
square evaluation metric, Lavenberg-Marquardt performed 
best, whereas Fletcher Powell performed worst. From the 
Table 1, it can be concluded that Lavenberg-Marquardt and 
Powell-Bale algorithms achieved the best results. 

Secondly, the performance of proposed model with 
different optimization algorithms in testing phase is 
demonstrated in Figure 2. In terms of R, Lavenberg-Marquard 

Figure 1: Multi Linear Regression plot. 
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algorithm gets the best results with 0.38, following by 
Bayesian Regularization with 0.43. 

Next, we select three optimizations to evaluate the error 
rate in training, validation and testing tasks of the proposed 
model in the project: Lavenberg-Marquardt, Bayesian 
Regularization and Scaled Conjugate Gradient. This 
experiment was performed in Matlab’s NF-tool. Note that, In 
the project, 70% of the data set was used for training, 15% for 

verification and 15% for testing. It was observed that these 
rates gave more accurate results. Obtained results in Figure 3 
demonstrates that FFNN with Lavenberg-Marquardt 
(Lavenberg-Marquardt based FFNN) achieved the best result. 

Following, Figure 3 and 4 depict how different 
optimization algorithms effects to the proposed model in 
testing phase in terms of MSE. 

 

 

  

Table 1: Comparison of optimization algorithms in terms of different evaluation metrics. 

Optimization 

Algorithms 

 

Evaluation metrics 

MPE MAPE MSE RMSE R2 

Lavenberg-Marquardt 

 
1.95 0.56 1.14 0.28 0.3 

Bayesian Regularization 

 
1.96 0.52 0.68 0.29 -0.2 

Scaled Conjugate Gradient 

 
2.11 0.58 1.15 0.34 -0.1 

Batch training 

 
1.99 0.58 0.12 0.31 -0.2 

BFGS 

 
1.87 0.49 0.08 0.23 -0.3 

Powell–Beale 

 
1.90 0.54 0.10 0.25 0.3 

Fletcher-Powell 

 
1.69 0.61 0.11 0.18 -0.7 

One step scan 

 
1.81 0.55 0.87 0.23 -0.6 

Resilient 1.76 0.57 0.19 0.22 -0.6 

 

 

  

Figure 2: Proposed model - test performances with different optimization algorithms. 
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Figure 3: Comparison error performance of proposed model with different optimizer. 

 

Figure 4: Performance of proposed model in terms of MSE. 
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A detailed comparison of the method proposed in the 
project with state-of-the-art techniques is presented in Table 
2., in terms of, RMSE, 𝑅2 and. Our proposed model 
overwhelmed the existing techniques and achieved the highest 
performance, which are the best results achieved so far over 
rainfall prediction. In addition, unlike the values in the tables, 
the MPE value is 1.90 for us. The Correlation value is 0.65 and 
the MAPE value is 0.54. Other studies: [4] MSE value 0.42. 
[5] MSE value 2.55, MAPE value 1.68. [7] The MSE value is 
0.42. [8] 5.85 RMSE value. [14] RMSE value of 2.55. [17] 
MSE value 0.25. The 𝑅2 value is 0.9. [19] RMSE value of 
9.04. [20] The 𝑅2 value is 0.94. [21] RMSE value 3.94. 

Table 2: Comparison of the proposed model with state of the 

art techniques.  

STUDIES 
EVALUATION METRICS 

RMSE R2 

Cavazos [3] 2.36 0.59 

Nastos et.  [15] 16.4 0.48 

Hung et.  [16]  1.84 0.41 

Moust. et. [18] 12.5 0.24 

Azadi & S.[22] 0.28 0.67 

Proposed 0.25 0.3 

V CONCLUSION 

This article describes a back propagation feed forward 
neural network and multiple linear regression models to 
predict air precipitation in Istanbul. Turkey. Proposed neural 
network based model, were trained with eight different 
optimization algorithms in order to find best accuracy. The 
error measurement metrics which we use are: client of 
correlation (r), Root Means Square Error (RMSE), Mean 
Percentage Error (MPE), Mean Absolute Percentage Error 
(MAPE), Mean Square Error (MSE) and R-square. Generally, 
proposed model achieved best accuracy with Lavenberg-
Marquardt optimizer. From the obtained results, it can be 
concluded that proposed models in terms of error metrics 
achieved better performance compared with the other 
algorithms in the literature. 
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Abstract—Fake news detection using machine learning algo-
rithms has matured over the years due to its importance in
journalism and cultural perspectives. The financial sector, stock
market, policy matters of conglomerates, and various elements
of culture directly affect due to the dissemination of fake news
over public platforms. In this paper, a neural network model,
LSTM (Long short-term memory), is trained using a large
dataset of fake news. An evolutionary optimization algorithm,
PSO (Particle swarm optimization), is utilized, leading to more
accurate, efficient, and scalable detection of fake news. This
combination of PSO along with LSTM is the state-of-the-artwork
for fake news detection.

Index Terms—word-embedding, particle swarm optimization,
LSTM, CNN, Neural Network, backpropagation, gates, Natural
Language Processing

I. INTRODUCTION

We live in a world of misinformation, deception, and fake
news. Humans tend to evaluate arguments based on empirical
evidence. For them, it is possible to not recognize deception if
inclined to the topic at hand. The three elements involved in
disseminating fake news are originators, facilitators, and the
readers who do not verify (or do not want to) the news or
source of information. The latest characteristics identified of
fake news is that it either spreads online or on social media
and without factual evidence. That includes news reports, edi-
torials, exposes and more that are intentionally and knowingly
deceptive, with the purpose of either political or monetary
gain [1] [2]. False but concrete information does not fall into
the category of fake news because information can be verified
easily. Disaster fake news Twitter dataset [3] that this paper
use represents those that cannot directly be verified or that
are abstract in nature. So the problem also involves sentiment
analysis concerning the source of information.

Natural Language Processing (NLP) is a domain of artificial
intelligence (AI), enables computers to learn without being
explicitly programmed. Hence comes under the umbrella of
machine learning. Machine learning equipped computer pro-

grams learns from training data and can change their function
based on new data. Types of how machine learning is:

• Supervised learning makes use of a pre-classified dataset
trained by the neural network model and predicts the
input data.

• Unsupervised learning is the type of machine learning
algorithm that learns from an unclassified dataset.

• Reinforcement Learning is a trial and error sequence of
decisions made by the algorithm to maximize cumulative
reward based on rewards and penalties.

The fake news detection problem falls into the category of
supervised learning. Neural nets are the backbone of machine
learning algorithms and are divided into layers of nodes.
Often called a feed-forward network because data moves from
nodes in a single direction. Artificial Neural Network (ANN),
also called vanilla network, works as the brain processes
information and contains a hidden layer. It maps a fixed-size
input to a fixed size output. It can only process immediately
available data that limits its potential for more advanced
applications. A Recurrent Neural network (RNN) is an updated
version of a vanilla network and contains a feedback loop that
gives the power to retain previous neural layer information.
But the problem of training Recurrent Neural Network (RNN)
is the Vanishing Gradient Problem.

Artificial neural network gradients are calculated during
backpropagation. Derivatives of the network are calculated in
backpropagation by moving from the outermost layer (close
to output) back to the initial layers (close to the inputs). The
chain rule is used during the calculation in which derivatives
from the final layers are multiplied by the derivatives from the
early layer. The gradients keep diminishing exponentially and
therefore the weights are reduced and no longer being updated
as shown in figure1.

With the increase in the learning rate, the search space
increases, and the global minimum value is achieved faster.
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Fig. 1. How Gradients Diminish
[4]

But it can overfit the target value as performance is good
on training data but inaccurate generalization on test data.
Whereas, with a small learning rate, time to achieve optimal
value increases and results in poor performance for training
and testing data.

A. Hyperparameter Tuning

Tuning hyperparameters is a complex task and manual
tuning of parameters to come up with an accurate model takes
much time. Search for the proper parameters initially involves
iterating between trying out different models, hyperparameters,
and features [5].

In this paper, we automate the solution to the problem of
predicting binary classification as true or fake news and aim
to answer questions

1) How to detect fake news using an AI model and NLP?
2) How can this process be more automated than traditional

LSTM solutions by tuning hyperparameters?
Contributions of the work are summarized below:

• To learn tweets for truth detection is difficult with natural
means. Neural network layers learn the textual repre-
sentation. Data cleaned, and stop words deleted before
that. Then corpus is tokenized for the embedding layer
of LSTM.

• A supervised dimensionality reduction using NLP learns
word representation. Bi-Directional RNN (Updated as
LSTM) is used to model tweet data through encoding
words. It learns the binary classification for news tweets.
This approach learns the tweet structure in the model
architecture and predicts true or false news [6] [7]. The
dataset Disaster Tweets [3] containing classified 11,000
tweets labeled as true or false used for the purpose.

• An automated hyperparameter search method is adopted
to find the global maximum position vector where the
model accuracy is maximum. Particle Swarm Optimiza-
tion is used to search the three-dimensional space for best
fit hyperparameter vectors.

The next section II will discuss various methodologies that
are applied to detect fake news from a dataset [3]. Section
III will discuss the process this work has adopted to detect
fake news and how it is a state-of-the-art method in terms of
automation in hyperparameter fine-tuning for the purpose.

II. LITERATURE REVIEW

Hamid et al. [8] used Convolutional Neural Network (CNN)
along with LSTM for automatic textual feature extraction to
determine the degree of the fakeness of news. CNN extracts
local patterns similar to n-gram features. Then LSTM is
applied to determine the temporal dependencies. This work
does not consider fake news as a binary classification but as
multi-facets fake news characteristics identification.

According to Borges [6], it is vital to know what other
news sources have a stance on the news. They built a Fake
News Challenge 1 (FNC-1) system to serve the purpose. It
checks the news stance to the headline for the agrees, disagree,
discuss, or unrelated classifications. The work solves the stance
detection using similarity features using LSTM. The stance
detection system labels the news as true or false is based on
the credibility weightage of the sources.

Bahad et al., [9] has applied traditional LSTM, Bi-
directional LSTM, CNN, and GloVe word embeddings to
solve the binary classification problem of fake and true news
detection articles. Results combined to get the average of the
cascading output. The approach is reasonable but a repeat
cycle to come up with a global maximum position vector
where the model is accurate lacks time efficiency in the
calculation since more time is required to search for optimal
parameters for which the model is most accurate.

[10] has evaluated algorithms on a cascading basis. The
algorithms include Support Vector Machine (SVM), Decision
Tree, Random Forest, and Gradient descent optimization for a
dataset containing 11,000 news articles.

The text embeddings are the deep representation of vectors.
It enables to measure correlations between text by calculating
the distance among vectors. Neural networking has proved its
performance in Natural Language Processing with the pre-
trained word embeddings [9] [11]. A CNN is feature engi-
neering applied to generate n-grams or BagOfWords (BoW)
to extract text features [12] [9].

1) Accuracy of the Model: Alam [13] has summarized
different methods that used for fake news detection in table I.
This work is augmented to automate the discovery of global
maximum position vectors from three-dimensional space. That
increases the time, space, and accuracy of the trained model
as a result of augmentation.
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TABLE I
ACCURACY OF THE MODELS

Sr. Feature ML
Method

Dataset Accuracy

1. Tri-relationship
among publishers,
news pieces and
users. User is
assigned credibility
score based on
online behavior

Linear
Classifier

FakeNewsNet 87.8%

2. User characteristics
based on local and
global news propa-
gation

Neural
Network

Weibo and
Twitter

92%

3. Linguistic Neural
Network

Twitter 95%

4. Stylometry SVM
Classifier

Kickstarter 96.6%

III. AUGMENTED LSTM-PSO MODEL

Conroy et al. [14] categorize deception into linguistic and
network approach. The linguistic way deals with semantic
analysis of the text, whereas the network approach uses a
knowledge network for fact-checking using metadata and
behavioral questions. Machine learning tools require data to
be fit for the model to learn. Textual data cannot be fit directly
into the model without having it fine-tuned for the machine
learning model. Denotational Semantics is representing an idea
as a one-hot vector. It is a generalized form and cannot be
relied upon for the true meaning. Hence, it is called localist
representation, for each neuron represents a single concept.
Context of the word is a set of m surrounding words and
based on the idea that similar words have similar context and
are called similarity. There are two methods:

• one-hot encoding of tokens
• Integer index converted to a binary vector of size N

Bag-of-words is a feature engineering tool consisting of an
unordered structure of words used in shallow languages pro-
cessing models such as logistic models and random forests.
BoW categorizes similar context words in a single vector. The
Embedding layer uses Word2vec for data representation in
vector form. Natural Language Processing (NLP) converts text
into numbers and then feeds those into artificial intelligence
(AI) models or trains them to make predictions for us. Compa-
nies and media must check automatically whether the news is
fake or not. Text data includes news, social media platforms,
and news articles. Twitter API key is required to collect
Twitter data using search string features. Use the dataset for
comparison time required to tune hyperparameters, search
space, and accuracy of the augmented artificial intelligence
model with the table I.

A. NLP Process

Steps to build a fake news detection model are:
Step 1: Cleaning Data
Tweets are transformed from social media excluding jargon,

special symbols, usernames, and single-letter words to discern
meaningful words by processing text data from Twitter. The
task performed by using python libraries like gensim.
objective function of LSTM = binary cross-entropy + regular-
ization term
Step 2: Tokenize
Text data transform to a list of dictionary words, refer to the
python nltk library for detail. The result is a structured list
of words called n-gram or BagofWords (BoW) an internal
vocabulary. It creates word indexes based on frequency. The
method texts on sequences transforms texts into a sequence
of integers with a corresponding integer value from word index
from the method fit on texts. The deep learning model uses
the statistical structure of the language to learn the pattern
of text using numeric tensors that is vectorization. The token
is breaking down the text into units with semantic meaning
and is called tokenization. Word level tokenization creates
a huge vocabulary size that results in memory problems.
Character level token is more effective than word level in
terms of effectiveness in getting semantics of the text to
citecharacterleveltokenization. The training of the ML model is
made possible by converting tokens to numeric vectors. This
task of vectorization achieved using an embedding layer in
LSTM.
Step 3: RNN
Now the data is viewed for word frequency and sampling
distribution. The data can resize to achieve the desired level
of accuracy for the model to train by the LSTM network later.
The Gradient Descent minimize the cost function.
Step 4: Classification There are three types of NLP classifica-
tion.

• Rule-based systems
• Machine-learning based
• Hybrid systems
Natural Language Processing (NLP) converts text into num-

bers and is given to the machine learning model as input to
train and predict. Companies and media need to generate a
model backed by automatically tuning hyperparameters since
it is a hectic task.

B. Neural Networks

Long Short-Term Memory (LSTM) is an extended version
of recurrent neural network (RNN) architecture. Textual data
represented in vector form after processing language features.
These include dimensional reduction and cleaning of data.
Data in vector form is an input to the neural network model1.
Disaster Tweets version 3 [3] of twitter dataset is used to detect
fake news using the method as discussed in III-A.

C. Particle Swarm Optimization (PSO) and LSTM

The advantage of using PSO is the utilization of diversity
of search space before convergence to the optimal solution.
PSO consists of particles position and velocity in the three

1http://www.wildml.com/2015/10/recurrent-neural-network-tutorial-part-4-
implementing-a-grulstm-rnn-with-python-and-theano/
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Fig. 2. LSTM-PSO Model for Hyperparameters Search and Fake News Detection

dimensional search space. Two parameters of LSTM are given
as an input to PSO for the iterations and to come up with
the most accurate position vectors that results in the most
accurate fake news detection model and without the hassle of
hyperparameters tuning since the task is performed by PSO
algorithm. The pseudo code for the algorithm is given below
[15].
1) for each particle i in S do
2) for each dimension d in D do
3) initialize all particles position and velocity
4) xi,d = Rnd(xmin, xmax)
5) vi,d = Rnd(−vmax/3, vmax/3)
6) end for
7) initialize particles best position
8) pbi = xi

9) update the global best position
10) iff(pbi) < f(gb)then
11) gb = pbi
12) end if
13) end for

Line 1 of the pseudo-code initializes the swarm particles
with control parameters in lines 2 to 5. Line 8 initializes
the particle’s best position that overwrites value based on the
global best position vector declared in line 11. The search
space converges to a position vector where the global best
optimal solution arrives while iterating. The two parameters
of LSTM given to PSO are the neurons and epochs.

IV. EXPERIMENTS AND RESULTS

Particle swarm intelligence algorithm acts as a heuristic
search to come up with a guess for the global maximum
parameters. There are two main features U and V given to the
LSTM model for training. U is a vector representation of cate-
gorized tweet hashtag while V is a vector representation of the
body of tweet data. The evolutionary algorithm runs through
a three-dimensional search space to optimize hyperparameters
such as the number of neurons and number of epochs for
which the model is most accurate. For the test and train of the
model, disaster tweets dataset [3] has been used. To train the
model, LSTM and PSO algorithms are used to adapt optimized
parameters. Accuracy as a parameter is used to identify true or
fake news. It is a ratio of correct predictions to the number of

TABLE II
DATA ATTRIBUTES

Attribute Type

Keyword Text

Text Body of text

Label 1 for True; 0 for Fake

total samples. For the unique dataset containing over 11,000
tweets, to avoid over generalization and under performance,
data is split in the ratio of 80:10:10 for test and train of the
model. The global maximum result from the heuristic search
of PSO with train, validation and test partition for LSTM is
shown in Table III.

TABLE III
DATA PARTITION

Model Train Accuracy Validation Model Accuracy

LSTM 0.9943 0.819 0.838

TABLE IV
DATA SPLIT FOR TEST AND TRAIN OF THE MODEL

No. of Neu-
rons

epoch Trainable
Parameters

Batch
Size

Accuracy

60 6 141,241 40 83.80%

V. CONCLUSION

The training data contains 942 unique tokens and a total of
11,370 word vectors. Table IV shows the augmented sparsity
of the Vanilla RNN, and Bidirectional LSTM split for test size,
train size, and validation accuracy on disaster news dataset [3].
The text converted to vectors for the deep representation of
machine learning models for sustainable reliability and accu-
racy as discussed in III-A. Hybridizing LSTM with the swarm
intelligence algorithm improves the performance of the fake
news detection model since it automates the hyperparameters
tuning. Input parameters of LSTM are searched by the PSO
algorithm to achieve global maximum values of epoch and
LSTM neurons.
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This work proposed NLP and artificial intelligence deep
learning models to detect fake and real news. To generate the
model, NLP feature engineering first cleans the data, word-
level embedding applied to the keyword and body of the tweet,
then the result is given as an input to the embedding layer of
LSTM. This process augments the time and space search for
hyperparameters using a random search of PSO. For future
work, data size needs to increase, and a more robust search
algorithm needs to develop for the hyperparameters.
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Deep Learning for Face Detection and Recognition 
 

 

Abstract—With the development of deep learning, face 

recognition technology based on Convolutional Neural Network 

(CNN) has become the most important and used method in the 

field of face recognition. A face recognition model is a 

technology capable of identifying a person from an image or a 

video. Various methods for face recognition systems work, and 

they work by comparing selected facial features from images 

with faces in the database. This paper creates a system that 

recognizes students' emotions from their faces using 

Convolutional Neural Networks (CNN). We achieved an 

accuracy of 75.02% and validation accuracy of 77.12% on the 

fer2013 dataset for the classification of 7 different emotions 

through facial expressions.  

Keywords—Face Detection, Face Recognition, Deep Learning, 

Emotion recognition Convolutional neural networks (CNN), 

Student facial expression.  

I. INTRODUCTION 

Face emotion recognition is an active and vital area of 

research. Especially these days, due to the spread of the 

COVID-19 epidemic, it was distance education. These 

systems play an essential role in our daily life and make it 

much more manageable. Face emotion recognition has been 

applied in medicine, psychology, interactive games, public 

security and distance education, etc.  

Face recognition in videos is challenging due to variations 

in pose, illumination, or facial expression. But this is an 

important task that has been widely used in many practical 

applications such as security monitoring, surveillance [1], etc. 

The face is the most expressive and important part of the 

human body. It's able to transmit many emotions without 

saying a word. Facial expression recognition identifies 

emotion from the face image. Generally, six basic emotions 

are categorized, which are the same across all cultures; anger, 

fear, disgust, sadness, surprise, and happiness [1]. 

CNNs have been shown to be very effective for several 

computer vision tasks like image classification and object 

detection [2]. The application of facial expression recognition 

in the teaching field can enable the teaching system to capture 

and record students' emotional changes in learning and 

provide better reference for teachers to teach students 

according to their aptitude.[3] 

The facial recognition system involves two steps: face 

detection, which identifies human faces in images. In contrast, 

face recognition matches the face from a digital image or a 

video frame against a database of faces to recognize it. Both 

are similar but different have different objectives. Researchers 

have proposed several facial detection and recognition 

systems, which will be discussed in detail in the next section. 

The purpose of this article is to implement emotion 

recognition in education by realizing an automatic system that 

analyzes students' facial expressions based on Convolutional 

Neural Network (CNN), which is a deep learning algorithm 

that is widely used in image classification. It consists of 

multistage image processing to extract feature representations. 

There are different deep learning approaches can extract 
more complicated face features like Convolutional Neural 
Network (CNN), Stacked Autoencoder, and Deep Belief 
Network (DBN). 

 This study implements emotion recognition in education 
by realizing an automatic system that analyzes students' facial 
expressions and gives feedback to an educator based on 
Convolutional Neural Network (CNN). Several classification 
algorithms were applied to learn instant emotional state (SVM 
Support Vector machine, KNN K-nearest neighbor, Random 
Forest and Classification & Regression Trees). E-learning has 
some advantages, such as saves time and money. With online 
learning, your learners can access content anywhere and 
anytime, leads to better retention, is consistent, is scalable, 
offers personalization, but it does not provide enough face-to-
face interactivity between an educator and learners. 

  

II. LITERATURE REVIEW  

This section highlights some of the developments made in the 

field of facial emotion recognition in different fields such as 

biomedical engineering, psychology, neuroscience, health, 

and online education. Today, Face emotion recognition is an 

active and important area of research. Especially these days, 

due to the spread of the COVID-19 epidemic, it was distance 

education. Face emotion recognition is feasible in education. 

Consequently, it can help teachers to modify their 

performance according to the students' emotions. Deep 

learning is a subset of machine learning, and machine learning 

is a subset of AI, which consists of algorithms that are inspired 

by the functioning of the human brain. There are many 

machine learning algorithms and deep learning techniques 

used in this field. CNN (Convolutional Neural Network) has 

become the most important and used method in the field of 

face recognition. Which is a deep learning algorithm that are 

widely used in image classification. It consists of multistage 

image processing to extract feature representations. 
 

In [6], the authors propose a novel CNN architecture 
named Trunk-Branch Ensemble CNN (TBE-CNN) to 
overcome challenges in video-based face recognition. In 
surveillance applications, the system must be strong to 
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changes in illumination, scale, pose and blur. And must be 
able to perform detection and recognition rapidly. This model 
extracts features efficiently by sharing the low- and middle-
level convolutional layers. 

In [7], proposed a new framework to face recognition 
based on stacked convolutional autoencoder (SCAE) and 
sparse representation. The SCAE can extract more deep and 
abstract features and has high recognition speed and high 
accuracy. But the recognition rate is not high enough, so more 
details need further discussion. 

Viola-Jones framework has been widely used by 
researchers Padilla and Costa for detecting the location of 
faces, this work focuses of the appraisal of face detection 
classifiers, such as OpenCV. The system needs a positive 
images and negative images (images with faces and without 
faces) to train the classifier. Then  extract features(haar) from 
it.  The authors evaluated the performance of some classifiers 
and tested their accuracy [8]. 

Authors in [2] presented a Convolutional Neural Network 
system for helping teachers to modify their performance 
according to the students' emotions. They recognize faces 
from students' input images using Haar Cascades, 
normalization and emotion recognition using CNN on FER 
2013 database with seven types of expressions (sad, happy, 
surprise, fear, disgust, angry and neutral), with an accuracy 
rate of 70% on FER 2013 database. 

In [9], the authors proposed a system that identifies and 
monitors students' emotions and gives feedback to improve 
distance education, help in enhancing learning experience and 
updating the learning contents. Head movement and detection 
of eyes can help to understand learner concentration level. The 
system is efficient enough to detect the negative emotions like 
boredom or lack of interest of the student in e-learning 
environment. authors discussed Some of the popular face 
detection algorithms are Viola Jones, Local Binary Pattern 
(LBP),Ada Boost and Neural Network.  

(Chang et al., 2018) designed a new and efficient CNN 
model based on Res- Nets for facial feature extraction from 
Fer2013 and CK+ dataset and proposed a complexity 
perception classification algorithm (CPC) for facial 
expression recognition was applied with different classifiers 
(Softmax, Linear SVM, and Random Forest). it improved the 
recognition accuracy also alleviated the problem of some 
misclassified expression categories. CNN+Softmax with CPC 
algorithm has achieved accuracy 71.35% for Fer2013 and 
98.78% for CK+ [16]. 

      (Jiang et al., 2020) presents a Gabor convolutional 

network (GCN) on the FER2013, FERPlus and Real-world 

Affective Faces (RAF) databases. proposed method consists 

of 4 Gabor convolutional (GC) layers and 2 fully connected 

(FC) layers. They discussed some GCN architectures with 

different depths (numbers of layers) and widths (numbers of 

units in the convolutional layer) and then design an optimal 

GCN model and compare their GCN model with different 

CNN architectures AlexNet, VGG16, ResNet-18 and 

DenseNet-BC-100, which are widely used in FER, the 

proposed GCN achieves the best recognition accuracy on the 

FER2013 and RAF databases [15]. 

In their study, (Ayvaz et al.) developed a Facial Emotion 
Recognition System (FERS) With the help of several machine 
learning algorithms (SVM Support Vector machine, KNN K-
nearest neighbor, Random Forest and Classification & 
Regression Trees) the system can classify the emotions of the 
students. The system detects facial emotional of the students 
and gives response to an instructor according to the facial 
expression of the learner. SVM gives the best prediction 
accuracy 98.24% was obtained [10]. 

 Recently, many works [12, 2] used CNN for facial 
expressions recognition. The recognition of human facial 
expressions is difficult problem for machine learning, so the   
Convolutional neural networks (CNN) used to overcome the 
difficulties in facial expression classification. 

 In their study, Roman RADIL et al.  The performance of 
the proposed Convolutional Neural Network (CNN) with 
three image recognition methods like Local Binary Patterns 
Histograms (LBPH), Principal Component Analysis (PCA) 
and K–Nearest Neighbour (KNN) is tested. The result shows 
that the Local Binary Patterns Histograms provide better 
results than Principal Component Analysis and K–Nearest 
Neighbour, and an accuracy rate of 98.3% was achieved for 
proposed CNN [11]. 

Saravanan et al. discussed the Classification of images of 
human faces into one of seven basic emotions (Anger, 
Contempt, Fear, Disgust, Happiness, Sadness and Surprise), 
authors proposed approach Convolutional Neural Network 
(CNN) model which content of six convolutional layers, two 
max pooling layers and two fully connected layers. The model 
achieved a final accuracy of 0.60. 

In [14], authors created a model using CNN to detect facial 
expressions in real time using a webcam. The system will 
classify the expression of a human face into one of seven 
expressions, and model gave a training accuracy of 79.89% 
and a test accuracy 60.12%. 

(Wang et al., 2020)Online education has developed Because 

of the spread of the Covid 19 pandemic, which has led to the 

closure of schools and the transfer of education to distance 

education .so author proposed a system combining a Face 

Emotion Recognition (FER) algorithm and online courses 

platforms based on the architecture of CNN [17]. 
 

III. MATRIALS AND METHODOLOGY  

A. Dataset 

To make our deep learning model good to detect 
expressions. We need to train it using a facial expression 
dataset. The dataset used for this model is the fer2013. fer2013 
dataset is an open-source dataset to recognize Facial 
expression, which was shared publicly for a Kaggle through 
the ICML 2013 conference. The dataset consists of 35,887 
grayscale, 48x48 sized face images, divided into 3,589 test 
and 28,709 train images. The dataset consists of facial 
expressions belonging to these seven emotions (Angry, 
Disgust, Fear, Happy, Sad, Surprise, Neutral). Fig. 1 shows 
some sample images from the FER2013 dataset, and Table 1 
illustrates the description of the dataset. The image dataset 
consists of grayscale images and we kept size the same for our 
training and testing (300 x300). 
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       TABLE I   DESCRIPTION OF THE FER2013 DATASET 

Label Number of images Emotion 

0 4593 Angry 

1 547 Disgust 

2 5121 Fear 

3 8989 Happy 

4 6077 Sad 

5 4002 Surprise 

6 6198 Neutral 

 

         

      Angry      Happy      Neutral     Surprise   Sad 

Fig. 1.  Sample images from the FER2013 dataset 

 

B. Proposed Method 

In this part, we describe our proposed system to analyze 

students' facial expressions using a Convolutional Neural 

Network (CNN). First, the system detects the face from video 

(video is a set of images). Then, these face images are used 

as input to CNN. Finally, the system will classify the 

expression of a human face into one of seven expressions 

(anger, happiness, sadness, surprise, fear, neutral, disgust).  

Have you ever imagined how you identify the things or 

people around you. Your brain has stored the certain features 

like (hair, Weight, height, body shape, eyes, etc.). which 

helps you to identify and distinguish it from the rest. The part 

of the brain which helps in doing this processing is called the 

visual cortex of the brain. The visual cortex receives visual 

information coming from your eyes and tries to understand      

the thing you are looking at. Now a CNN works somewhat 

similar to the visual cortex of the brain.  

CNN is a kind of artificial neural network that employs 

convolution methodology to extract the features from the 

input data to increase the number of features. CNN model 

contains three types of main layers Convolutional, pooling, 

and Fully Connected layers. The CNN architecture can be 

seen as shown in Fig 2: 

 

Fig. 2. CNN architecture 

Convolutional Layer: This layer is the first layer that is used 

to extract the different features from an input image. 

Convolution saves the spatial connection between pixels by 

learning features using small squares of input data. Then the 

input image is convoluted   by using a set of learnable neurons. 

This produces a feature map in the output image which gives 

us information about the image such like corners and edges. 

Later, this feature map is fed to other layers to learn other 

features of the input image. We can explain the Convolution 

in simple terms, two images which can be represented as 

matrices are multiplied to give output which is used to extract 

features from the image.  

 Some examples of features in our system can be whether the 

teeth of the person is visible or not, raised eyebrows, whether 

his lips are raised or not, etc. CNN can detect a large number 

of features that may help to detect the emotion of person from 

image. The convolution formula is represented in Equation 1:

  

𝑓[𝑥, 𝑦]*g[x, y] = ∑  

∞

𝑛1=−∞

∑ 𝑓[𝑛1, 𝑛2].g[x-𝑛1, y-𝑛2]

∞

𝑛2=−∞

 

Where f is the input image, g is the filter matrix and * is 

the convolution operation. Figure 3 shows how the 

convolution works. 

 

Fig. 3. Convolution operation. 

Pooling Layer: Pooling is also called subsampling or down 

sampling. Pooling layer decreases the dimensionality of each 

feature map yet holds the most significant data. Pooling types: 

Max Pooling, Average Pooling and Sum Pooling. The most 

common approach used in pooling is max pooling. Pooling is 

used to progressively reduce the spatial size of the input (To 

reduce the amount of parameters and computation, It control 

overfitting (regularization)and Invariance to small translations 

of the input). This layer achieves better generalization, faster 

convergence, robust to translation and distortion and is usually 

placed between convolutional layers. Figure 4 shows an 

example of Max Pooling operation.                      

 

Fig. 4. Details on Pooling layer. 
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Fully connected layer: Fully connected layer is a traditional 

Multi-Layer Perceptron that uses an activation function in the 

output layer. The goal of employing the FCL is to use the 

output of the convolutional and pooling layers for classifying 

the input image into various classes based on the training 

dataset. Fully Connected Layer term denote to that every filter 

in the previous layer is connected to every filter in the next 

layer. Fully connected layers are placed before the 

classification output of a CNN and are used to flatten the 

results before Classification. Actions of this layer (Aggregate 

information from final feature maps, Generate final 

Classification). In short, the Convolution and Pooling layers 

act as Feature Extractors from the input image and Fully 

Connected layer acts as a classifier. Figure 5 shows an 

example of fully connected neural network. 

 

Fig. 5. Fully connected neural network Layer. 

IV. EXPERIMENTAL RESULTS 

We designed our CNN model. Here we used the fer2013 

dataset which is an open-source dataset hosted on Kaggle. The 

dataset contains seven classes namely Angry, Disgust, Fear, 

Happy, Sad, Neutral and Surprise. The training set consists of 

about 17084 images. The testing set consists of about 4180 

images. We will be dealing with 3 classes (Happy, Sad, 

Neutral) in training our model. image rows=48, image 

column=48, define the size of the image array that we will be 

feeding to our model. Batch size=32 The batch size is a 

number of samples processed before the model is updated. 

The number of complete passes through the training dataset 

was 25 epochs. We used ImageDataGenerator class to expand 

the size of a training dataset. This class allowed us to 

transform the training images by rotation, shifts, shear, flip 

and zoom. We generate sequential model. We designed our 

CNN model with 8 convolutional layers and 3 fully connected 

layers at the end Softmax classifier with 7 emotion classes 

(Angry, Disgust, Fear, Happy, Sad, Surprise, Neutral) is used 

to classify the given image input. There are 7 types of layer 

which we have used. We create a convolutional layer with 32 

filters and a filter size of (3,3) with padding=’same' to pad the 

image and using the kernel initializer he_normal. This layer is 

used to extract the different features from an input image. And 

the Convolution saves the spatial connection between pixels 

by learning features using small squares of input data. In our 

CNN architecture, the Rectified Linear Unit (ReLu) activation 

function has been used. ReLu is the most widely used 

activation function. It is mainly applied in hidden layers of the 

Neural network. 

 

Fig. 6. ReLu Function 

The ReLu function is as shown above. If Z is positive z, 
otherwise output will be 0. ReLu is less computationally 
expensive than tanh and sigmoid, as it involves simpler 
mathematical operations. Only a few neurons are activated at 
a time, making the network sparse and efficient and easy to 
compute. Batch normalization layer batch normalization 
accelerates training, provides some regularization and 
reducing generalization error. Then we have added max 
pooling layer to decreases the dimensionality of each feature 
map. Here we have used the pooling size as (2,2). Dropout 
layer is used to reduce the overfitting. We used dropout as 0.5 
which means that it will ignore half of the neurons. Flatten 
layer used to convert the pooled feature map to one column or 
a vector. Flatten is used to flatten output of the previous layers. 
Dense layer (Fully Connected Layer) the aim of this layer is 
to use the output of the convolutional and pooling layers for 
classifying the input image into various classes based on the 
training dataset and used 64 neurons with a kernel initializer 
he_normal. At the end Softmax Classifier was used to classify 
the faces. Softmax is the activation function used in the output 
layer, which produces the probabilistic output for each class. 
Softmax takes a vector of N real numbers and normalizes that 
vector into a range of values between (0, 1). Softmax 
transforms the input values which can be positive, negative, 
zero, or greater than one, into values between 0 and 1, so that 
they can be interpreted as probabilities. Figure 7 shows the 
structure of feature extraction block of the proposed CNN. 

 

 
 

 

There are many ways to detect faces in an image, but we are 
going to use the popular Haar Cascade Classifiers which are 
machine learning models trained to detect a feature in an 
image (such as face, eye, lips). If the image contains those 
features, then it means the image contains a face in it, 
otherwise there is no face in the image.  

We tested our model on 3 optimizers such as SGD, 
Adadelta and Adam. The convolutional neural network 
consisting of 8 convolutional layers was trained on 17084 
image and validated on 4180 images Using the Adam 
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Fig. 7. The structure of feature extraction block of the proposed CNN. 
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optimizer, at 25th epoch, learning rate of 0.001 and a batch 
size of 32 the training accuracy was 74.41%. validation 
accuracy of 77.00%. Whereas training loss was 0.5945 and 
validation loss was 0.5493 and we calculated confusion matrix 
It can be seen from the graph Figures 8, 9 and 10. 

 

Fig. 8. Accuracy over train and test data in proposed CNN with Adam 
optimizer. 

 

Fig. 9. Loss over train and test data in proposed CNN with Adam optimizer. 

 

Fig. 10. Confusion matrix of proposed method with Adam optimizer. 

 Using the Stochastic Gradient Descent optimizer, a batch 
size of 32, learning rate of 0.001 and 18 epochs lead to a low 
accuracy of 0.5267 and validation accuracy of 0.5507. 
However, upon setting the learning rate to 0.1 and 40 epochs 
the highest accuracy of 0.7236 and validation accuracy of 
0.7683 was attained. 

 

Fig. 11. Accuracy over train and test data in proposed CNN with SGD 
optimizer. 

 

Fig. 12. Loss over train and test data in proposed CNN with SGD optimizer. 

 

Fig. 13. Confusion Matrix of proposed method with SGD optimizer. 

The Adadelta optimizer gave an accuracy of 0.7179 and 
validation accuracy of 0.7563 was attained over 50 epochs, 
learning rate of 0.1 and a batch size of 32. 

 

 

Fig. 14. Accuracy over train and test data in proposed CNN with Adadelta 
optimizer. 

 

Fig. 15. Loss over train and test data in proposed CNN with Adadelta 

optimizer. 
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Fig. 16. Confusion Matrix of proposed method with Adadelta optimizer. 

Based on these results it can be concluded that the Adam 
optimizer give us the best accuracy. We used these functions 
EarlyStopping() and ModelCheckpoint() in Keras to get better 
result in our model. In machine learning, especially in deep 
learning early stopping is one of the most widely used 
regularization techniques to avoid the overfitting problem in 
neural network. Early stopping is a method that allows you 
stop training once the model performance stops improving on 
the validation dataset. This function will stop the execution 
early by checking some parameters. Monitor: allows to 
specify the performance measure to monitor. Here we 
monitored the validation loss. min_delta: is a threshold to 
whether quantify a loss at some epoch as improvement or not. 
if the change of loss is below than min_delta, will count as no 
improvement. we have given it 0. patience: represents the 
number of epochs after which training will be stopped because 
no improvement and the loss start to increase. we have given 
patience 10. Verbose: To discover and print the training epoch 
on which training was stopped, verbose can be set to 1. 
restore_best_weights: Whether to restore model weights with 
the best value of the monitored quantity. Here i have given it 
True. 

The ModelCheckpoint class allows you to define where to 
checkpoint the model weight to save it so the model or weights 
can be loaded later to continue the training from the state 
saved.We monitored the validation loss and minimize the loss 
using the mode='min' parameter.                              

Our system recognizes faces from students' input images using 
Haar-like detector and classifies them into facial expressions:  
The proposed model achieved an accuracy rate of 77% on 
FER 2013 database using Adam optimizer at the 25 epochs. 

 

V. CONCLUSION 

      In this study, our aim was to detect the face then to classify 

facial expressions, so we presented a Convolutional Neural 

Network model for students' facial expression recognition. 

With the help of deep learning and machine learning 

technologies we can Classification of the emotions of the 

online learner so it can help the teacher to recognize students' 

comprehension towards his presentation.in our future work we 

will focus on applying Convolutional Neural Network model 

on 3D students' face image in order to extract their emotions. 
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Abstract—XGBoost algorithm has become popular due to its
success in data science competitions, especially Kaggle competi-
tions. Missingness in a dataset is a challenging problem and needs
extra processing. Missing data imputation, which is filling missing
data with plausible values, is one of the solutions to this problem.
One of the most important reasons why researchers prefer
XGBoost is that it can work with missing data without processing.
With this study, we aim to show the impact of missing data
imputation methods on the XGBoost classifier. We compare the
performance of the XGBoost classifier trained on non-imputed
data with the XGBoost classifier trained on imputed data. For
comparative analysis, we choose K-nearest neighbor (KNN), Soft-
Impute, multivariate imputation by chained equations (MICE),
mean, and class-mean as the imputations methods, and ten
datasets from KEEL repository as the datasets. We perform
the Friedman test to compare the classification models’ F-score
statistically. Our analysis shows that the missing data imputation
methods don’t have any effect on XGBoost classifier performance.

Index Terms—missing data, missing data imputation, classifi-
cation, XGBoost, KEEL

I. INTRODUCTION

XGBoost also called eXtreme Gradient Boosting, is a ma-
chine learning algorithm that is becoming widespread as it won
many Kaggle data science competitions. It provides satisfac-
tory results in many applications such as disease prediction
[1], diesel fuel brands identification [2], estimation of the
tunnel boring machine advance rate [3], prediction of concrete
electrical resistivity for structural health monitoring [4], hotel
reviews sentiment analysis [5], star/galaxy classification [6],
prediction of vehicle occupants injury at signalized intersec-
tions [7]. Researchers widely prefer XGBoost because of its
pros given below:
• handling missing data internally
• does not require data scaling and normalizing
• high computational speed by using parallel processing
• avoiding the overfitting problem with regularization
• high prediction accuracy
Xgboost’s handling of missing data internally is one of the

essential factors in the widespread use of XGboost because
missing data handling is a challenging problem and needs extra
processing. There is no comprehensive study analyzing the
XGBoost performance in handling missing data to the best of
our knowledge. To fill this gap, we perform a comprehensive

experiment to show the impact of missing data imputation
methods on the XGBoost classifier with this study. We use K-
nearest neighbor (KNN), Soft-Impute, multivariate imputation
by chained equations (MICE), mean, and class-mean imputa-
tions methods, and ten datasets from KEEL repository as the
datasets for comparison. The rest of the paper is organized
as follows. In Section II, we give a brief synopsis of the
related works. Section III describes the XGBoost classifier
and missing data imputation methods used in this study. In
Section IV, we present our experimental design, results and
our discussion about the results. Finally, the conclusion and
future works are given in Section V.

II. RELATED WORKS

There are many comparative missing data imputation ana-
lyzes for traditional classifiers in the literature. Most of these
studies proved that missing data imputation methods increase
the classifier’s performance. Farhangar et al. [8] showed that
imputation methods, except for the mean imputation, improve
the performance of RIPPER, C4.5, KNN, support vector
machine with polynomial and RBF kernels, and Naive-Bayes
classifier, with paired t-test. Luengo et al. [9] performed a
comprehensive analysis with 23 different classification meth-
ods and 14 different imputation methods. They concluded
that missing values imputation methods could improve the
classification accuracy. Missing data imputation gave similar
results on ANN, decision tree, and random forest classifiers
[10]. Contrary to these findings, Acuna and Rodriguez [11]
showed that the case deletion method, mean imputation,
median imputation, and the KNN imputation don’t have a
significant effect on the accuracy of Linear Discriminant
Analysis and the KNN classifier.

There are also some comparison based studies for classi-
fiers C4.5, CN2, and XGBoost that can handle missing data
internally. Batista and Monard [12] indicated that missing
data KNN imputation method could outperform the internal
methods used by C4.5 and CN2 classifier. However, they
didn’t perform any statistical test to compare the classifiers’
performance on imputed and non-imputed datasets. Rusdah
and Murfi [13] showed that the XGBoost without any impu-
tation gives a comparable classification accuracy score to one
of the XGBoost with KNN and mean imputation method for
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risk prediction in life insurance. They performed the analysis
on only one dataset from an insurance company without any
statistical test. Hence, their findings cannot be generalized.
Based on the literature, it is seen that there is a need for a
comprehensive analysis to mention general results.

III. METHODS

The idea behind ensemble classification is to construct
multiple classifiers to obtain better classification performance.
Bagging and boosting are the two forms of ensemble classifi-
cation. There are three types of boosting algorithm; Adaptive
Boosting (AdaBoost), Gradient Boosting, and eXtreme Gradi-
ent Boosting (XGBoost). We focus on XGBoost classifier in
subsection A. Besides, data missingness is a critical issue in
the classification task because most classification algorithms
work with complete datasets. We briefly explain missing data
imputation methods used in this paper, in subsection B.

A. XGBoost

XGBoost presented by Chen and Guestrin [14] is a gradient
boosted decision tree model. XGBoost algorithm trains deci-
sion trees on training data sequentially. The algorithm adds
a new decision tree at each iteration to the previous decision
trees to improve the objective function’s value. The objective
function, which is aimed to minimize, consists of the loss term
(l) and the regularization term (Ω). Equation (1) defines the
objective function of the t-th iteration (Lt), where yi is the
actual class label of instance i ,ŷi is the predicted class label
of instance i, fk is the function of tree, n is the number of
instances in the training set, and Ω is regularization term.

Lt =

n∑
i=1

[l(yi, ŷ
t−1
i + ft(xi))] + Ω(ft) (1)

Ω(ft) (2) penalizes the model complexity to avoid overfitting,
where γ and λ are the hyperparameters, T is the number of
leaves in the tree, and w is the weight of each leaf.

Ω(ft) = γTt +
1

2
λ

T∑
j=1

wj
2 (2)

The second-order Taylor expansion is applied to approximate
the value of the loss function in (3), where gi represents
the first order gradient statistics on the loss in (4), and hi
represents the second order gradient statistics on the loss in
(5).

Lt ∼=
n∑

i=1

[
l(yi, ŷ

t−1
i ) + gift(xi) +

1

2
hif

2
t (xi)

]
+ Ω(ft) (3)

gi = ∂ŷt−1
i
l(yi, ŷ

t−1
i ) (4)

hi = ∂2
ŷt−1
i

l(yi, ŷ
t−1
i ) (5)

For a fixed tree structure, the optimal leaf weight in leaf node
j, and the corresponding optimal value of objective function
are given by (6) and (7) respectively, where Ij denotes the

instance set of leaf j. Equation (7) is used as a scoring function
to evaluate the quality of tree structure q.

w∗j = −
∑

i∈Ij gi∑
i∈Ij hi + λ

(6)

L(q) = −1

2

T∑
j=1

(
∑

i∈Ij gi)
2∑

i∈Ij hi + λ
+ γT (7)

Nevertheless, all possible tree structures must be evaluated to
obtain the optimal tree structure. However, it is impossible to
consider all possible tree structures because of computational
cost. In practice, XGBoost adopts a greedy algorithm to find
an optimal tree structure.

Missing data are handled internally in XGBoost without re-
quiring any imputing and deleting process. XGBoost classifies
an instance with missing feature in to default direction at each
node as shown in Fig. 1. There are two options as right and left
nodes for default direction. The direction with the maximum
gain in training set is selected as a default direction.

Fig. 1. An example of how XGboost handle missing data [14]

B. Missing Data Imputation Methods

Little and Rubin [15] classified missing data mechanisms
that lead to missingness as missing completely at random
(MCAR), missing at random (MAR), or not missing at random
(NMAR). In a nutshell, missingness on MCAR is independent
of both missing and known data. The missingness on MAR
depends on known data, and missingness on NMAR depends
on missing data. Missing data imputation methods fill the
missing data with plausible data under the assumptions of
different mechanisms. Missing data imputation, which is filling
missing data with plausible values, is one of the solutions to
this problem.

In this paper, we consider five commonly used imputation
methods that can work with the MCAR mechanism. These
are K-nearest neighbor (KNN), Soft-Impute, multivariate im-
putation by chained equations (MICE), mean, and class-mean.
KNN imputation replaces missing data in an instance with
the mean, mode, or median of the k nearest neighbors of
this instance. The nearest neighbors are determined using
Euclidean, Manhattan, Hamming, or Jaccard similarity mea-
sures. Mean imputation fills the missing data in a feature with
the mean, median, or mode of this feature. In class mean
imputation, missing data in a feature are completed with the
mean, median, or the mode of this feature instance, which
belongs to the same class label as the missing data. Mean and
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median are used for continuous features, the mode is used for
discrete features in mean, KNN on and class mean imputation.
MICE [16] imputes missing data by chained regressions.
A regression model is trained on other features to predict
missing data in a feature, and these missing data replace
with the predictions. This process continues iteratively with
a chain until it reaches the number of multiple imputations
and iteration parameters. Soft-Impute [17] iteratively replaces
the missing data with values obtained from a soft-thresholded
singular value decomposition.

IV. EXPERIMENTS AND RESULTS

A. Datasets

Ten datasets which include missing value were taken from
KEEL repository [18] for comparative analysis. In the KEEL
repository, Datasets are split into training and test sets with
10-folds cross-validation procedure. They are artificially intro-
duced missing data according to MCAR mechanism in training
sets. Table I summarizes the characteristic of these datasets.

TABLE I
DESCRIPTION OF DATASETS

Dataset Feature Feature Type Instance Classes Missing Percentage%
Iris 4 Continous 150 3 32.67 %
Pima 8 Continous 768 2 50.65 %
Wine 13 Continous 178 3 70.22 %
Australian 14 Mixed 690 2 70.58 %
Newthyroid 5 Mixed 215 3 35.35 %
Ecoli 7 Continous 336 8 48.21 %
Satimage 3 Discrete 6435 7 87.80 %
German 6 Mixed 1000 2 80.00 %
Magic 10 Continous 1902 2 58.20 %
Shuttle 9 Discrete 2175 7 55.95 %

B. Classification Models

We constructed six different XGBoost classifier models
by combining different missing data imputation methods for
each dataset. Table II shows the description and name of
these models. Fancyimpute [19] and Scikit-learn [20] Python
packages are used for the implementation of these methods.

TABLE II
DESCRIPTION OF CLASSIFICATION MODELS

Model Name Description
XGB XGBoost classifier trained on non-imputed data
XGB+KNN XGBoost classifier trained on imputed data with KNN
XGB+MICE XGBoost classifier trained on imputed data with MICE
XGB+SI XGBoost classifier trained on imputed data with Soft-Impute
XGB+MI XGBoost classifier trained on imputed data with mean
XGB+CMI XGBoost classifier trained on imputed data with class-mean

C. Parameter Setting

We set the k parameter as 1 in KNN, the number of multiple
imputations parameters and iterations as 5, and optimized the
XGBoost classifiers’ hyperparameters by using grid search
method with nested 10-fold cross-validation procedure.

D. Evaluation Metrics

The macro-averaged F-score computed with 10-fold cross-
validation is used to evaluate the models’ performance. F-score
is calculated based on the confusion matrix, which is given in
Table III. The calculation of F-score is given in (8).

TABLE III
CONFUSION MATRIX

Actual Positive Actual Negative
Predicted Positive TP FP
Predicted Negative FN TN

F -score =
TP

TP +
(FP + FN)

2

(8)

E. Statistical comparison of classifiers

We performed Friedman test [21] to compare the classi-
fication models’ F-score statistically. The Friedman test is
a useful non-parametric statistical test to compare multiple
classification models over multiple data sets [22]. The null
hypothesis of this test states that there is no difference between
the classification models. It ranks the classification models’
performance for each dataset in ascending order, then com-
putes each classification model’s average rank over all datasets.
Equation (9) shows the Friedman test statistic calculation with
K denotes the number of the classification model, N denotes
the number of datasets, and ARi denotes the average rank of
each classification model over all datasets. If the test statistic
value exceeds the critical value obtained from the chi-squared
distribution table with K-1 degrees of freedom, we can reject
the null hypothesis. The p-value approach can also be used
for hypothesis testing. If the corresponding p-value of the test
statistic is less than or equal to the significance level, we can
reject the null hypothesis.

χ̃2
F =

12N

K(K + 1)

[ K∑
i=1

AR2
i −

K(K + 1)2

4

]
(9)

F. Results and Discussions

Average macro F-scores of six classification models using
10-fold cross-validation are tabulated in Table IV. The bold
values indicate the best F-score for each dataset in this table.
It is worth noting that XGB+CMI does not give the best F-
score for any data set. We can say that the reason for this is the
imbalanced structure of the data sets used. The mean of the
minor classes’ features may not be informative due to the small
instance size in this class. XGB and XGB MICE models give
the best F-score for three datasets, XGB+KNN and XGB+MI
models provide the best F-score for two datasets, and the
XGB+SI model provides the best F-score for just a dataset.

We also visualize the results in Fig. 2. The models’ F-score
values are very close to each other; hence, it is difficult to say
that one model is superior to the others. Here, it is necessary to
use a statistical test to mention a statistical difference between
models.
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TABLE IV
F-SCORES OF THE CLASSIFICATION MODELS

Dataset XGB XGB+KNN XGB+MICE XGB+SI XGM+MI XGM+CMI
Australian 0.8560 0.8692 0.8562 0.8545 0.8618 0.8647
Ecoli 0.7272 0.6815 0.7121 0.6786 0.7251 0.6880
German 0.7054 0.6843 0.6799 0.6836 0.6736 0.6893
Iris 0.9463 0.9463 0.9463 0.9596 0.9597 0.9530
Magic 0.7999 0.7982 0.7898 0.8039 0.7898 0.7928
Newthyroid 0.9286 0.9620 0.9325 0.9448 0.9393 0.9270
Pima 0.7122 0.7172 0.7227 0.7003 0.6982 0.7089
Satimage 0.8942 0.8980 0.9015 0.8982 0.8928 0.8840
Shuttle 0.9227 0.9404 0.8974 0.8963 0.9471 0.9223
Wine 0.9778 0.9721 0.9788 0.9635 0.9726 0.9666

Fig. 2. F-scores of the classification models on all datasets.

We used the Friedman test for statistical comparison of
the six classification models. The p-value of the Friedman
test is 0.708, so we fail to reject the null hypothesis at
95% confidence level. There is no strong evidence to support
that these classification models are significantly different. So
we can conclude classification models used in this study
have the same performance. Our findings show that missing
data imputation methods don’t have an impact on XGBoost
classifier performance. The findings also support Rusdah and
Murfi [13].

V. CONCLUSIONS

XGBoost is a commonly used classifier that can handle
missing data internally and doesn’t require any missing data
treatment for missing data. This study analyzes the impact of
missing data imputation methods on the XGBoost classifier.
Firstly, we impute missing data in ten datasets from the
KEEL repository with five imputation methods, namely KNN,
Soft-Impute, MICE, mean, and class mean, to analyze. We
train XGBoost classifiers on these imputed datasets and non-
imputed datasets. Finally, we compare the F-score of the
classifiers statistically. This study shows that the XGBoost
classifier trained on non-imputed datasets gives statistically
the same results as the XGBoost classifier trained on imputed
datasets.

Future works can consider including different missing data
imputation methods and perform analysis in more data sets
with XGBoost classifier. In this study, we only consider the
artificially generated MCAR mechanism, limiting the general-
ization of our results. We will analyze the XGBoost classifier

performance on MAR and NMAR mechanism as future work
to overcome this limitation.
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Using Machine Learning Methods to Detecting 

Phishing Websites (A Comparative Analysis)

Abstract— The number of phishing websites created for 

accessing important accounts by capturing personal data such 

as passwords, credit cards, identity or address information is 

increasing day by day and causing material and moral damages 

to end users. For this reason, it is of great importance to develop 

methods that can automatically detect and eliminate these 

phishing web pages. In this study, Support Vector Machine, 

Multilayer Perceptron, Random Forest, Naïve Bayes, K-Nearest 

Neighbors, Logistic Regression, Decision Trees and AdaBoost, 

which are among the most used machine learning methods in 

the literature, are used to identify phishing websites. A dataset 

obtained from Machine Learning repository (UCI) is used in the 

study. In this dataset, there are 1353 pieces of data including 9 

attributes of websites. The classification performance of the 

methods used in the study on the relevant dataset is measured 

and it is seen that the most successful machine learning method 

is the Random Forest Classifier with an accuracy of 89.4%. 

Keywords—phishing, phishing website, phishing detection, 

machine learning 

I. INTRODUCTION 

The number of phishing websites created for fraudulent 
purposes by accessing users' personal data such as identity, 
credit card, password, address is increasing day by day. 
According to APWG's report for the third quarter of 2020, the 
number of unique phishing websites detected on the internet 
is 171040 in July, 201591 in August and 199133 in September 
[1] and according to the Webroot Threat Report, each month 
nearly 1500000 new phishing websites are created [2]. Turkey 
in the first five months of 2020, a total of 14120 phishing sites 
are blocked with joint efforts made by General Directorate of 
Security Department of Combating Cyber Crimes and 
Information Technology Communications Authority [3].  

The number of phishing websites detected and the rapid 
increase in this number every year reveal the seriousness of 
the situation. For this reason, it is of great importance to detect 
and eliminate phishing websites with the help of various 
methods.  In this study, machine learning algorithms have 
been used to detecting  phishing websites. For this purpose, 
Random Forest, K-Nearest Neighbors, Support Vector 
Machine, Multilayer Perceptron, Naïve Bayes, Logistic 
Regression, Decision Trees and Adaboost, which are among 
the most used machine learning methods in the literature, are 
used to identify phishing websites. In addition, a data set 
obtained from the Machine Learning Pool (UCI) [4] is used in 
the study to be applied in machine learning methods. 

In the second section of the study, the literature studies on 
detecting phishing websites are discussed. In the third section, 
the metarial and method used in the study are emphasized. 
Experimental results have given in the fourth section and the 
results are evaluated in the last section. 

II. RELATED WORKS 

In this section, studies in the literature with the detection 
of phishing webpages are examined. The studies discussed are 
summarized below. 

Li et al. [5], proposed a system for detecting phishing web 
pages using a multi-layered stacking model that combines 
XGBoost and LightGBM methods. This model has been 
tested on a data set consisting of approximately 50000 web 
pages and the classification process has been performed with 
a success rate of 98.60%. 

Abeywardena et al. [6], proposed a CNN architecture to 
detecting phishing websites. In this architecture, FPN used to 
determine the similarity ratio of the content of web pages and 
ResNet used to determine the structural similarity between 
websites. As a result of the analysis, it has been observed that 
CNN architecture gives 20% more successful results in 
detecting phishing sites compared to other baseline methods. 

Şahingöz et al.[7], proposed to detecting phishing websites 
using natural language processing and machine learning 
methods on a dataset of 36400 legit, 37175 phishing URLs. It 
has been observed that the best method to determine phishing 
web pages is the Random Forest Method, which performs 
accurate classification with a rate of 98.7%. 

Jain et al. [8], proposed to detect phishing websites using 
machine learning methods (1428 for phishing and legitimate 
for phishing) on 2544 URL dataset compiled from the 
Phishtank dataset and Alexa's top websites etc. As a result of 
the analysis, it has seen that Logistic Regression is the most 
successful classification method with 98.4% accuracy. 

Roopak et al. [9], suggested using the RIPPER method to 
detect phishing web pages. For the performance measurement, 
the "Phishing Web Site Data Set", which is available on the 
UCI website and contains 30 features of 1055 websites, is 
used. In the study, classification success is obtained with 
accuracy of 92%. 

Tan et al. [10], proposed a total of 17 web graphics features 
created from the web graphics of 500 legitimate and 500 
phishing webpage's ego network which obtained from 
PhishTank, OpenPhish, Alexa and Common Crowl Archive 
and used them with machine learning methods to detecting 
phishing webpages. Experimental results show that the best 
machine learning method for determining phishing web pages 
using the recommended graphic properties is C4.5 with 98.7% 
correct classification rate. 

Opara et al. [11], proposed to using Convolutional Neural 
Networks (CNNs) for detecting phishing webpages based on 
learning the textual contents and the semantic relationships of 
other characters on their pages. A data set of 47000 legitimate 
and 4700 phishing website URLs has collected within 60 days 
from phishing and legitimate web pages with a web browser. 
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As a result of the analysis with using the relevant data set, 
results show that, Convolutional Neural Networks (CNNs) has 
achieved an accuracy of 93% in detecting phishing web pages. 

Ding et al. [12], proposed the SHLR method in which three 
methods, namely Search and Heuristic Rule and Logistic 
Regression, are used together in detecting phishing web pages. 
In this method, first the URLs of the pages are searched in the 
Baudi search engine. If relevant URLs are included in the top 
10 results, this website is labeled as legitimate. If the web page 
is not labeled as legitimate in the first stage, it is checked 
whether it is a phishing page according to the heuristic rules 
defined by character features in the second stage. Finally, a 
logistic regression classifier is used to increase the 
performance accuracy of the method. As a result of the 
performance analysis, it is seen that the SHLR method has an 
accuracy rate of 98.9% in the classification of phishing web 
pages. 

Chatterjee and Namin [13], proposed a reinforcement 
learning model that uses the deep neural network to detect 
phishing web pages. Ebbu2017 Phishing Data Set was used to 
measure the performance of this study. The dataset contains 
73575 URLs, 36400 of which are legitimate and 37175 are 
phishing. As a result of the experimental studies, it has seen 
that the reinforcement learning model using the deep neural 
network performs classification with an accuracy of 86.7%. 

Wu et al. [14], proposed the Support Vector Machine 
(SVM) method, one of the machine learning methods for 
detecting phishing websites. The dataset used for the 
performance analysis of the study includes 5000 phishing web 
pages from Phishtank and 10000 legitimate web pages from 
DMOZ.  As a result of the experimental studies, it has seen 
that SVM has achieved an accuracy rate of 92.8% in the 
classification of phishing websites. 

When the studies in the literature are examined, it is seen 
that the systems used to detecting phishing web pages are 
generally developed using content-based, URL-based and 
machine learning-based methods. 

III. STUDY METHODOLOGY 

In this section, the data set used to detecting phishing web 
pages in the experimental study and the machine learning 
methods applied in this data set are presented. Then, the 
performance comparisons of the machine learning methods 
used in the study and the results obtained have analyzed. 

A. Dataset and Feature Extraction 

 In the study, a dataset containing information about a total 
of 1353 URLs consisting of 702 phishing URLs, 103 
suspicious URLs and 548 legitimate URLs obtained from 
various internet sources (Phishtank, Yahoo...etc.) by 
Abdelhamid et al [4]. 

 The sample data in the first five lines of the dataset used in 
the study are shown in Fig. 1.  

 

Fig. 1. The first five lines of the dataset 

As seen in Fig.1, in dataset, there are 9 features of each URL. 
These features and their explanations are seen in Table 1. 

TABLE I.  PROPERTIES OF DATASET ATTRIBUTES 

No Feature Name Explanation 

0 
SFH 

(-1,0,1) 

If SFH contains ‘about:blank’ or empty 
string: phishing, if refers to a different 

domain: suspicious, otherwise:legitimate 

1 
popUpWindow 

(-1,0,1) 

Whether popUp Window opens when the 
URL is accessed and if rightClick disabled: 

phishing, if rightClick giving alert: 

suspicious, otherwise: legitimate 

2 
SSLfinalState 

(-1,0,1) 

If URL have a https tag, have a SSL 
certificate and age of this certificate more 

than two: legitimate, if URL have a https 

tag but doesn’t have a SSL certificate: 
suspicious, otherwise: phishing 

3 
RequestURL 

(-1,0,1) 

The webpage URL and most of objects are 

not loaded from the same domain: phishing 
(if percentage of URL request >61%), if 

percentage of URL request >21% and 

<61%: suspicious and otherwise: legitimate 

4 
URLofAnchor 

(-1,0,1) 

In the webpage if the anchor (<a>) points to 

a different domain more than the webpage’s 

domain (if percentage of URL of anchor 
>66): phishing, if percentage of URL of 

anchor >30% and <66%: suspicious and 

otherwise: legitimate 

5 
WebTraffic 

(-1,0,1) 

If the webpage’s domain has no traffic or is 

not recognized by Alexa database 

(www.alexa.com): phishing, if the webpage 
rank>100.000: suspicious, if the webpage 

rank<100.000: legitimate 

6 
URL_Length 

(-1,0,1) 

If URL length<55: legitimate, if URL 
length>54 and <76: suspicious, otherwise: 

phishing 

7 
AgeOfDomain 

(-1,1) 
If age of domain>6 months: legitimate, 
otherwise: phishing 

8 
HavingIPAddress 

(-1,1) 

If an IP is used in part of the URL:phishing, 

otherwise: legitimate 

9 
Class 

(-1,0,1) 
Phishing, suspicious and legitimate 

 

As in Table 1, each feature of URLs and the result class 
value takes one of the values "-1" (phishing), "0" (suspicious), 
and "1" (legitimate), taking into account the conditions 
specified in the descriptions. 

The heatmap of Spearman's correlation matrix which 
showing the colleration degrees of the features with each other 
is shown in Fig. 1. 

 

Fig. 2. Correlation analysis using correlation matrix with heatmap 
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When the heatmap in Fig. 2 is examined, it is seen that the 
result class value has a weak positive relationship with the 
web_traffic feature (0.243896) and a negative relationship 
with the other features. It is also seen that that the highest 
negatively correlated feature with the result class is SFH (-
0.678277) and the lowest negatively correlated feature is 
URL_Length (-0.183061). 

B. Model Selection 

In this section, machine learning methods used to detect 

phishing web pages are discussed in detail. In the study, the 

methods applied on the relevant dataset have implemented by 

using Scikit-Learn (sklearn) which is an open source machine 

learning library in Python. Machine learning methods used in 

the study and information about these methods are presented 

below. 

 

1) Logistic Regression (LR): Logistic Regression is a 

statistical model that is used in the classification of categorical 

and numerical data and can be used when the dependent 

variable has only two different values[15]. 

 

2) Support Vector Machine (SVM): SVM is a supervised 

learning method based on the statistical learning theory. 

Support Vector Machines are mainly used to distinguish 

between two classes of data in an optimal way. An optimum 

hyperplane is determined to separate the two classes. Thus, 

samples with similar characteristics can be categorized by 

assigning them to predetermined classes [16]. 

 

3) Multilayer Perceptron (MLP): A multilayer perceptron 

is a class of artificial neural network (ANN). MLP consists of 

the input layer where the information is entered, the hidden 

layer (s) where the data is processed and the models are 

performed, and an output layer. There are transitions between 

layers of the MLP, called forward and backward spans. In 

forward propagation, the output and error value of the network 

is calculated. In backpropagation, the connection weight 

values between the layers are constantly updated in order to 

minimize the calculated error value [17]. 

 

4) K-Nearest Neighbors (KNN): KNN is a supervised 

learning method which proposed by T. M. Cover and P. E. 

Hart in 1967. In this method, when a new data is added to a 

sample space consisting of (labeled) data, the new data is 

classified by looking at the distance to its nearest k neighbors 

[18]. 

 

5) Naïve Bayes Classifier (NB): The Naïve Bayes 

classifier is a method that makes statistical inference based on 

Bayes' theorem [19]. This theorem describes the relationship 

between conditional probabilities and a priori (marginal) 

probabilities for a random variable. The Naïve Bayes 

Classifier aims to identify the class of new data submitted to 

the system, using a set of calculations defined according to 

probability principles [20]. 

 

6) Decision Trees (DT): Decision Trees method is a 

supervised learning technique that can be used for both 

classification and regression problems. It is a tree structured 

classifier in which internal nodes represent the properties of a 

data set, branches represent the decision rules, and each leaf 

node represents a result. A Decision tree has two nodes, a 

decision node and a leaf cluster. Decision nodes are used to 

make any decision, and leaf nodes are the output of these 

decisions [21]. 

 

7) Random Forest (RF): Random Forest is a supervised 

learning method used for both classification and regression. 

The random forest model is also an ensemble method that 

trains several trees in parallel and uses the majority decision 

of trees as the final decision of the model [22]. 

 

8) AdaBoost (AB): AdaBoost, short for "Adaptive 

Boosting" is an ensemble learning method which first created 

in 1996 by Freund and Schapire to increase the efficiency of 

binary classifiers. AdaBoost focuses on classification 

problems and uses an iterative approach to learning from weak 

classifiers' errors, and aims to transform them into strong ones 

[23]. 

IV. EMPIRICAL STUDY 

Of the dataset used in the study, 70% is decomposed for 
training and 30% for test data. Thus, 947 training data and 406 
test data have obtained. 

In the study, the confusion matrix has created to measure 
the classification success of machine learning methods on the 
relevant data set, and then the precision, recall, F-score and 
accuracy values have calculated based on the confusion 
matrix. 

The confusion matrix is a method used to determine the 
performance values of algorithms with a matrix based on the 
numbers of real values and predicted values, based on the data 
obtained as a result of the operations performed on test data 
by machine learning methods. Table 2 shows the contents of 
the confusion matrix. 

TABLE II.  CONFUSION MATRIX 

Confusion Matrix 

Actual 

Class 1 Class 2 

Predicted 

Class 1 
True Positives 

(TP) 
False Positives 

(FP) 

Class 2 
False Negatives 

(FN) 

True Negatives 

(TN) 

 

 According to Table 2, the confusion matrix obtained based 
on the prediction results of each machine learning method for 
the relevant test data set is shown in Fig.3, Fig.4, Fig.5 and 
Fig.6. 

 

Fig. 3. Confusion matrices for AdaBoost and Decision Trees 
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Fig. 4. Confusion matrices for KNN and Logistic Regression 

 

Fig. 5. Confusion matrices for MLP and Naïve Bayes 

 

Fig. 6. Confusion matrices for Random Forest and SVM 

Precision and recall are two values that are used to 
evaluate the classification performance of algorithms used in 
solving a problem. Precision is defined as the proportion of 
relevant instances among all retrieved instances. Precision 
value is calculated as in (1). Recall, is the proportion of 
retrieved instances among all relevant instances. Recall value 
is calculated as in (2). F-Score is used for the purpose of 
obtaining more reliable results by evaluating the precision and 
recall values. F-Score value is calculated as in (3). Accuracy 
is the ratio of correctly classified samples to the total number 
of samples. Accuracy value is calculated as in (4). 

                             𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃)  =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                       () 

                            𝑅𝑒𝑐𝑎𝑙𝑙(𝑅) =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                              () 

                           𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
(𝑃∗𝑅)

(𝑃+𝑅)
                            () 

                          𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴) =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
              () 

Table 3 shows the performance values of the classification 
algorithms calculated on the basis of (1), (2), (3) and (4). 

 

TABLE III.  COMPARISON OF CLASSIFICATION PERFORMANCES 

 

 When Table 3 is examined, it is seen that the Random 
Forest Method is the machine learning method that performs 
the most successful classification on the relevant test dataset. 

V. CONCLUSION 

 The widespread use of the internet day by day brings some 
problems with it. One of the most important of these problems 
is phishing websites. Phishing websites created for fraud 
purposes by accessing users' personal data such as identity, 
credit card, password, address can cause serious material and 
moral damage to users. 

In this study, SVM, MLP, Random Forest, Naive Bayes, 
KNN, Logistic Regression, Decision Trees and Adaboost 
algorithms, which are among the most used machine learning 
methods in the literature, have used to detect phishing 
websites. A data set obtained from the Machine Learning Pool 
(UCI) [4] is used to be applied in machine learning methods. 
This dataset contains a total of 1353 data, including 702 
phishing, 103 suspicious and 548 legitimate URLs, including 
9 attributes. 

As a result of the experimental studies conducted to detect 
phishing web pages, it is seen that the machine learning 
method that performs the most successful classification on the 
dataset used is Random Forest with an accuracy rate of 89.4%. 

In future studies, it is planned to identify phishing websites 
based on the hybrid use of content-based methods. 
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Abstract— Big data arise in many varieties of forms than 

classical data, and it is gathered with a great rate of volume. 

Imagine all the data that was generated by different social 

media applications, this data is valuable because it is amount, 

variety and growth acceleration, but it is hard to manage. Big 

data interoperability concerns with the possibility to 

proficiently exchange data between organizations, knowledge 

and services between organizations. That knowledge and 

information were extracted from the raw data and big data. 

This complex mutual process  growth organization's 

performance. This study aims to measure big data 

interoperability and investigate its effect on decision making.  

The issue is that the interoperability can be enhanced means 

the measuring metrics can be illustrated. To measure the 

interoperability between systems, interoperability assessment 

model is required. This paper deals with the big data 

interoperability in concern of decision making. The analysis 

provides a set of recommendations to improve an 

interoperability assessment. 

Keywords—Big Data interoperability, Interoperability 

assessments, Decision making. 

I. INTRODUCTION  

There were many definitions of big data from different aspects 

of information, technology, methods and impact. For instance, 

from a technical aspect, big data is a complex large data silo 

which should be deal with beneficial application analytical 

techniques, and advanced particular storage with efficient 

management, analysis, and data visualization [1]. Moreover, 

another brief method definition is the Data that cannot be 

handled and processed straightforwardly[1], also in concern of 

information big data conducted as vast datasets, with 

characteristics as a huge amount of data, speed of growth and 

variety, that need adaptable structure to achieve an efficient 

performance.  In my opinion, big data is a huge amount of data 

and it has different features ( velocity, variety, value, volume, 

veracity). Therefore, and to achieve better using of the big 

data, it has to be exchanged between different heterogeneous 

systems, and the exchangeability comes with another concept 

which is big data interoperability and that impose modern 

challenges to management and operational challenges. 

 

 

 

 

 

 

 

 

       

 

 

 

 

 

 

 

      

Big data interoperability influences on the whole 

organization performance, because big data interoperability 

and big data architecture is a complex process with different 

heterogeneous systems and data sources because the data is 

stored and integrated as a single entity. So, many challenges 

have appeared. Those challenges are data inconsistency, Data 

quality and poor resources, Personal data protection, Different 

Schema and conflicts, Data analytics and processing time, 

Data duplication, Query optimization. 

So, the organizations need to improve their data 

interoperability because it will affect the firm's resources as a 

whole system. Also, that supports the major types of 

information systems inside business organizations (TPS, 

MIS, DSS, and ESS). On the other hand, decision making as 

strategy level and their decision support systems, and 

executive support systems in the organizations and it is 

related to big data interoperability becomes a crucial issue. 

Dss is a complex platform storing and managing data, Dss 

should strongly and smoothly be integrated and interacting 

with other components like management information system 

and transaction processing systems. those components bring 

data from external resources and use it to be the raw material 

for Dss. So, exchanging the data efficiently and effectively 

sturdily related to the interoperability concept.   

II. BIG DATA INTEROPERABILITY  

Big data interoperability concerns with big data features and 

how the ability of these features to be exchangeable between 

two systems or components. Data interoperability interfered 

with other terminologies like data integration and data 

exchange. Because implementing data interoperability needs 

to adopt data integration and data exchange. Therefore, many 

definitions of data interoperability have emerged, as the 

diverse heterogeneous systems to be able to interconnect with 

each other and use the exchanged information that has been 

generated [2]. Another definition of data interoperability as 

the possibility to accurately manipulate data that override the 

enterprise's boundaries [4]. Both Data and interoperability 

concepts are hard to be perfectly recognized. The term "data" 

takes different forms, collected and generated by 

observations, statistics, records, artefacts…etc.

Big data interoperability measurements and 

decision making 
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And is aggregated for many reasons, with different 

approaches. 

So often it is hard to collect and interpret this kind of data 

which is dropped into the category of big data with their 

specific features (Velocity, Variety, Value, Volume, 

Veracity). Therefore, the term "Interoperability" does not 

yet have a well-defined can be collaborative with the 

community. IEEE with incorporate the US Department of 

Defense they defined the interoperability as providing the 

services by system groups and accept them from other ones 

of system groups, or forces to provide services to and 

accept services from other systems, units, or forces, and to 

use the services so exchanged to enable them to operate 

effectively together [5]. 

Big data interoperability has three levels. Technical 

Interoperability, conceptual interoperability, organizational 

interoperability. Technical interoperability discusses 

different aspects:  

1) Software aspect: system components or applications to 

establish communication, interconnection services, data 

integration services and share resources. 

2) Hardware aspect: deals with communication protocols 

and infrastructure.  Moreover, the conceptual 

interoperability categorized into two features syntactic 

and semantic. 

a) Syntactic: it is mainly related to data formats. It can 

be defined as the communication standardization 

between the clients and the servers [6]. 

b) Semantic: it is about the content definition, concerns 

with the information interpretation of two 

communicated systems. That interpretation has to be 

compatible, in considering different database and 

large corporation systems [7]. 

On the other hand, the organizational interoperability 

concern with the ability of the organizations to 

successfully communicate and transfer the relevant data. 

Achieving the business goals by improving the processes 

and enhance the organizational collaboration to exchange 

the data between different internal architectures. 

III. INTEROPERABILITY BARRIERS 

Interoperability barriers present the inconsistency of 

information systems (platform, architecture, and 

framework…etc.), those barriers show the fundamental 

issues that prevent the overall society from participially 

work. Many studies conducted the interoperability hurdles 

in three types of problems (Conceptual, technological, and 

organizational), those categories cover different aspects 

related to interoperability levels and how these categories 

concern with incompatibilities of information 

exchangeability. Also, some studies proposed a correlation 

between data integration and data interoperability in 

challenges perspective as following: [9] 

1) Accommodate scope of data:  New domains can be 

created to accommodate the huge range of data and 

improve response time with query optimization, also 

introduce better reliability and availability. 

2) Data Inconsistency: Structured and unstructured data in 

heterogeneous sets lead to data inconsistency. 

3) Query Optimization: queries could be optimized by 

decreasing the queries amount and using all attributes of 

the relational database and their sequence queries 

language. Also, improve the latency and response time 

by using multiprocessing technique. So, the previous 

optimization and processing techniques can be achieved 

to conquered these hurdles. 

4) Scalability: This issue appears when the data from 

different resources are combined with the traditional ones. 

5) Inadequate Resources: lack of different assets like skilled 

professionals, the appropriate budget and implementation 

costs like getting a license and modern tools, can effect on 

organization performance and the ability to handle 

projects.  

6) ETL Process: For data integration, a systematic Extract 

Load Transform process is recommended.  

7) support system Implementation: to achieve the integrity 

of the data, by performing the updates and fixing errors, 

the training module is recommended. and this will be 

beneficial for future updates or modifications. Therefore, 

other studies summarized the challenges of data 

interoperability into three issues: 

         a) insufficient definition of the problem. 

           b) dealing with diversity. 

          c) Agreeing on the possibility of reusing the data. 

Defining all the facets of the interoperability in a structured 

and unified manner by a common framework. That 

framework used to illustrate interoperability approaches to 

ensure it will be used regards to the domain in which it has 

been developed. Also, managing heterogeneous different 

independent data resources with respect of type, accuracy, 

size, semantic reveals a very broad aspect of data variety and 

its effect on interoperability. Likewise, data have to be re-

used in considering the value, to make that possible 

contextual information about such data has to be available.  

Enterprises concerns could be data, service, process, and 

business. Those concerns are another issue that can be 

relevant to the interoperability barriers (Syntactic and 

Semantic, Organisational, legal and technological). Table1 

conducts the barriers of interoperability with interoperability 

concerns interest [10].  

A. Conceptual barriers (syntactic/ Semantic): refers to the 

modelling of data format and content definition and 

interpretation.  

B. Technological barriers: regards to heterogeneous 

technical compatibility standards systems, and sharing data 

between different systems. 

C. Organisational barriers: concerns with organization 

architecture, business functions and management approaches. 

D. Business concerns: organizations work in a concerted way 

despite different legislations, cultures and commercial 
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strategies. 

E. Process concerns: the ability of various processes to 

work together. 

F. Data concerns: sharing data of different database 

systems and different framework. 

G. Services concerns: refers to stimulate various 

applications to work together.   

Therefore, according to the previous, interoperability 

barriers related to different aspects. Furthermore, poor data 

quality, data protection considerations and legal barriers, 

and decoupling data. Are other interoperability barriers 

issues have to be considered. 

TABLE I.  DESCRIBES THE INTEROPERABILITY BARRIERS IN 

CONSIDER  THE ENTERPRISE'S CONCERNS. 

IV. INTEROPERABILITY MEASUREMENTS 

Data interoperability measurements use to disclose 

strengths and weakness of partner's interoperation 

exchanging information and services, also to avoid 

possible problems and achieving suitable enterprise 

collaboration, and better services and support. So, to 

improve organizations data interoperability and their 

ability to interoperate with the other's, so they have to 

be Conscious of their current interoperability situation 

[11]. Interoperability measurement has an essential rule 

to support enterprise collaboration, an organizations 

ability to continuously improve their information 

exchange, operational process, sustainable procedures, 

and strategic plans. So, data interoperability regularly 

needs to be optimized. Here in this paper, three types of 

data interoperability measurements will be considered:  

A.  The potentiality measurement. 

B.  The compatibility measurement. 

C.  The performance measurement. 

Those three assessment types covered different aspects 

begins with overcoming the possible obstacles when 

interacting with a potential partner. The objective of 

potentiality measurement is to assess the potentiality of 

organizations applications and process, and how their 

systems can be flexible and accommodate with respect of 

the prospective partner. The potential interoperability 

refers to the assessment of enterprises indicating to the 

four types of obstacles (technological, conceptual, 

organizational and legal), and the concerns of 

interoperability (process, business, data and services), for 

each of them there are five scales of potentiality:  

1) Isolated: determine the entire inability to interoperate. 

2) Initial: enormous effort is required to enforce the 

interoperability. 

3) Executable: concern with the possibility of 

interoperability with a high rate of encountering 

problems. 

4) Connectable: refers to the far partnership, and how to 

enable easy interoperability.    

5) Interoperable: controls the levels of interoperability 

and their evolution.   

Another interesting aspect stated that potentiality conduct 

that each enterprise components have some relative 

interoperability attributes, to be adequately convenient to 

interoperate with other enterprises. Also, potentiality 

means an inside enterprise assessment of interoperability 

without exact need to know the partner [15]. tabel2 

describes the properties with high potentiality. 

TABLE II.  SHOWS THE IMPORTANT PROPERTIES GIVING HIGH 

POTENTIALITY. 

 

On the other hand, the following assessment has to be 

achieved through the engineering phase, the compatibility 

measurement, determine the conflicts of two interacted 

systems that conflicts cause or may cause problems, the 

evaluation could be before or after interoperation. The 

objective is to check the different incompatibility aspects 

(conceptual, organisational and technological 

compatibilities) with respect to interoperability barriers. 

That can be conducted using interviews or questionnaire.  

For instance, in table 3, the coefficient matrix has been 

described with 1 sign for incompatibility or 0 sign for 

known incompatibilities. Then, we have the performance 

measurement, which conducted to be evaluated during 

run time, also there are three criteria are investigated to 

measure operational performance.[13] 

 

 

 

 

 
The barriers of Interoperability 

Conceptual  Technological 
Organizational 

 / Legal 

In
te

ro
p
er

a b
il

it
y
 C

o
n

ce
rn

s 

B
u

si
n
es

s 

Visions, 
strategies, 

Organization 

cultures, 
understanding. 

- IT 
infrastructure. 

- organization 

structure. 
- Legislations. 

- Business rules. 

P
ro

ce
ss

 

Syntax and 
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and semantics. 
- Data 

restriction rule. 

Data exchange 

formats. 
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data. 
Open (1) Decoupled (1) Decentralized(1) Configurable(1) 

Close(0) Coupled(0) Centralized(0) Not-configurable(0) 

43



 

 

 

Concerns 

Barriers 

TABLE III.  SHOWS THE COMPATIBILITY MEASUREMENTS 

MATRIX 

 

1) The interoperate cost: refers to the cost of removing 

the barriers, and system modification. This cost could 

be the cost of interoperation or the expected cost of 

using the exchanged information.  

       Cex= (ECex - RCex)/ ECex.          (1) 

             Cex: Cost of exchange. 

               ECex: Expected cost of the exchange. 

               RCex: Real cost of the exchange. 

 

2) The interoperate time: it is the difference between the 

time of the information that has been requested and 

the time that the information has been used.  

                    Tex=(Etex-Rtex)/ Etex.                  (2) 

                    Tex: Time of the exchange. 

                    Rtex: The real-time of the exchange. 

                    Etex: The expected time of the exchange 

 

3) The interoperate quality: information quality is 

another measurement in consideration of performance 

measurement, according to that three types of quality 

are expressed. 

The quality of exchange: indicates to the data that are 

successfully posted. 

The quality of utilization: indicates the amount of 

acquired data in comparison to the demanded. 

                  Qex= ASuccex/Atex                          (3) 

Qex: Quality of the exchange. 

ASuccex: Amount of succeeded exchange. 

Atex: Total amount of exchange. 

 

4) Conformity: concerns with the received information, 

and the usability rate of that information. 

                Cex=Aconex/Arecex                 (4)  

                  Cex: Conformity of the exchange. 
 Aconex: Amount of information that is conforming. 

    Arecex: Amount of information received. 

 

V.   WEIGHTED DECISION MATRIX 

a weighted decision matrix is a quantitative technique, we 

can use it to assign weightings to factors, those weights 

assigned from high to low weights according to their 

interesting rate. This weighted decision matrix can be 

useful when you have choices with different features and 

you need to select one of them. Those previous features 

could have cost, market value, risk, importance, 

reliability…. etc. [21] 

                  TABLE IV.        DESCRIBES A WEIGHTED DECISION MATRIX. 

 

w/t: Criteria weight. 

Sre: score.  

Ttl: Total. 

Criteria weight from 5 to 1. 

The score of assessments from 1 to 10. 
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Business 1 1 1 0 0 0 1 0 0 1 
Processes 1 1 1 1 0 1 1 0 1 1 
Services 0 1 1 1 0 0 1 0 1 1 
Data 0 0 0 1 1 1 0 0 0 0 

Weighted decision matrix 

  Options 

Criteria w/t 1 2 3 

  Sre Ttl Sre Ttl Sre Ttl 

Potential measurement 
Isolated 

potential 

measurement 

5 10 50 7 35 5 25 

Initial 

potential 

measurement 

3 6 18 8 24 6 18 

Executable 
potential 

measurement 

4 3 12 7 28 8 40 

Connectable 
potential 

measurement 

5 8 40 8 40 6 30 

Interoperable 
potential 

measurement 

3 9 27 9 27 4 12 

Incompatibility measurement 

Conceptual 
barries 

5 10 50 9 45 7 35 

Legal barries 4 8 32 10 40 6 24 
Organizational 

barries 
5 9 40 9 45 7 35 

Technolgy 
barries 

5 9 40 9 45 7 35 

Performance measurement 

The cost of 

interoperate 
3 9 27 7 21 4 12 

The time of 
interoperate 

5 8 40 8 40 6 30 

The quaility of 

interoperate 
5 9 45 8 40 6 30 

 421  430  326 
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VI. CONCLUSION 

The process of measuring big data interoperability and 

its effect on the decision making clearly appeared. 

Many interoperability barriers have been revealed 

(conceptual barriers, Technological barriers, 

Organizational barriers, Process concerns, Services 

concerns). Those barriers have to be eliminated, 

because they have a negative effect on interoperability 

performance, and the decisions that are not based on 

high interoperability indicators Cannot be reliable. that 

will be conducted in the study, where three important 

indicators of interoperability measurement will be 

analyzed and these indicators definitely impact on 

decision making. Also, these indicators negotiate the 

following: 

1) how the organisation's applications can be 

perfectly dealled with the expected partner. 

2) check the different incompatibility aspects with 

respect of interoperability barriers. 

3) criterions of information exchange like the 

exchange cost, exchange time, and data quality    

Through, the previous points which directly affect the 

organization's interaction and information transfer, and 

by measuring potentiality the deficiency can be located, 

it is clear that making appropriate decisions due to the 

rates of previous indicators must be discussed.    
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Abstract— Deep learning techniques, which are being used 
effectively in many areas today, will become more and more 
important every day and will increase the competitiveness of 
producers by contributing significantly to the digital 
transformation in the agricultural sector. In this study, worm eggs 
(cocoons) detected by convolutional neural network (CNN) model 
created using single shot multibox detector (SSD) architecture 
were separated from compost. The data set consists of 1000 
compost images containing 3809 worm eggs and a single class 
named "cocoon" representing the worm eggs. The success of 
different iteration numbers in object detection has been observed 
in the SSD architecture used by transferring learning over 
VGG16. 

Keywords—Object detection, CNN, SSD, Eisenia Fetida, Red 
Californian Worm, Vermicompost, Worm egg, Cocoon. 

I. INTRODUCTION 

In recent years, it has been observed that applications 
related to deep learning based on artificial neural networks, 
which is a sub-field of machine learning, have come to the fore 
in artificial intelligence research. With the architectures 
developed in deep learning, significant successes have been 
achieved in problems such as classification, object detection, 
object segmentation. One of the application areas where deep 
learning studies are common is the agriculture sector. It is seen 
that especially object detection studies have an important 
place in agricultural practices. It can be said that the use of 
organic fertilizers has made relatively less progress in our 
country compared to other agricultural countries in the world. 
For this reason, more qualified scientific studies are needed 
for the widespread use of organic fertilizer, which is an 
important element of organic agriculture. The production of 
innovative technologies by investigating the process from the 
production of worm fertilizer, which is widely used in the 
world, to its use, can undoubtedly be seen as an important gain 
for our country. In this study, it is aimed to detect worm eggs 
using the Single Shot Multiple Detection (SSD) architecture 
below. 

A. RED WORM AND VERMICOMPOSTING 

It is commonly called worm compost as "vermicompost", 
and worm compost production as "vermicomposting". 
Although the Latin name is Eisenia Fetida, the production of 
worm compost is generally made by the worm species known 
as the Red Californian Worm [1].  

Worm castings are obtained as a result of separating plant 
and animal organic wastes and passing through the digestive 
systems of worms. It is an organic fertilizer type that increases 
the yield, endurance and quality of vegetables, fruits and 
plants, and strengthens the resistance against diseases around 
the root. Its appearance is similar to black soil and it does not 
bother with its odorless feature compared to other fertilizer 

types. The most important feature is that it is the number one 
alternative to chemical fertilizers due to its organic structure. 
(Şimşek Erşahin, 2013). 

B. RELATED STUDIES 

Studies that are close to the subject of this study can be 
examined in sub-categories such as the identification, 
classification of agricultural products and disease or defect 
detection. Below is a summary of recent literature studies 
related to these topics. 
 

Reference [2] proposed a PLC-controlled conveyor 
system based on image processing that sorts apples according 
to their class, weight and size and can detect apples affected 
by rotting. The image of an apple moving on the conveyor 
from 4 different positions can be captured and processed in 
0.52 seconds. Accuracy values between 73% and 96% have 
been obtained in the experimental studies. It is seen that there 
is more limited work in the classification and separation of 
smaller sized products based on image processing. 

Reference [3] in their studies, achieved a maximum 
accuracy of 93% in the experiments they carried out in an 
image processing-based study they set up with a camera and 
conveyor belt system to classify quality wheat grains. 

Reference [4] conducted a study based on both image 
processing and CNN architectures for the detection of apple 
defects. They have developed a four-line fruit sorting 
machine that has the potential to process 5 fruits per second. 
It was stated that the results obtained in the experiments they 
performed using CNN gave 10% better results than the results 
obtained with the image processing technique. 

Reference [5] with the shrimp classification machine 
based on the LeNet-5 architecture, one of the CNN 
architectures, was able to classify 9 different shrimp classes 
with 96% success in 0.47 hour period. 

Reference [6] their work is on the use of CNN 
architectures in the livestock industry. Accordingly, using the 
data set consisting of 14,728 images, the aim of the training 
with the Fusion Single Shot MultiBox Detector (IFSSD) (the 
architecture they use for the development of the SSD 
architecture) is based on the instant detection of sick chickens 
for poultry breeding. As a result of the experiments 
performed with IFSSD, they obtained a 99.7% mAP score for 
the IoU> 0.5 threshold value. The results show that sick 
chickens in a flock can be successfully detected automatically 
and the method has the potential to facilitate efficient flock 
management. 

Reference [7] developed an image processing-based 
system for classification of white mushrooms with the help 
of OpenCv library. With the camera and conveyor belt 
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system, they were able to classify 102 mushrooms per minute 
with 97% accuracy according to their size. When compared 
with the manual classification results, they achieved an 
improvement of 38% in classification speed and 6.8% in 
accuracy. 

Reference [8] with the model based on the VGG-16 
architecture, they developed a system that includes a 
conveyor mechanism that allows unwashed eggs to be 
divided into three different classes as solid, cracked and 
bloody. The number of samples was increased with the data 
augmentation and as a result, a classification success of 94% 
was achieved. 

Reference [9] conducted a study on the classification of 
relatively smaller objects. They developed a CNN-based 
model that allows the hickory type walnuts, which cannot be 
separated easily from the shell and the core, to separate in real 
time on the conveyor system after they are broken. With the 
image of 15,000 broken walnuts, the CNN model was trained 
and separated by the developed model by classifying three 
class labels as "kernel, shell and unsorted" with an accuracy 
between 94% and 98%. 

Reference [10] aimed to create a united convolutional 
neural networks (CNNs) architecture based on an integrated 
method that would enable to distinguish common grape 
diseases  i.e., black rot, esca and isariopsis leaf spot from 
healthy leaves. The combination of multiple CNNs enables 
the proposed UnitedModel to extract complementary 
discriminative features. Thus the representative ability of 
UnitedModel has been enhanced. The UnitedModel has been 
evaluated on the hold-out PlantVillage dataset and has been 
compared with several state-of-the-art CNN models. The 
experimental results have shown that UnitedModel achieves 
the best performance on various evaluation metrics. The 
UnitedModel achieves an average validation accuracy of 
99.17% and a test accuracy of 98.57%, which can serve as a 
decision support tool to help farmers identify grape diseases. 

Reference [11] made classification with a CNN model 
was created with the VGG-16 structure in order to overcome 
the difficulties encountered in traditional methods in 
distinguishing healty dates from defective ones and 
estimating their maturity levels. The model makes a 
classification of four outputs. Three of these classes represent 
different maturity levels of healty dates and the fourth 
represent defective dates. A total of 1357 images were taken 
by mobile phone in a palm garden in Jahrom (Iran) in October 
2018. 899 of these images are healty and 458 are defective 
dates. Then, the training dataset was augmented using 
rotation, height shift, width shift, zoom, horizontal-flip, and 
shear intensity. The data augmentation technique created 
37,056 images for the training process. 30,688 images were 
used for training of the model, 6,368 images for validation, 
199 images for testing. The average performance of the 
model per class varied between 96% and 99%. 
 

II. CONVOLUTIONAL NEURAL NETWORKS (CNNS) 

Object detection is one of the important application areas 
with CNN. A more complex process takes place in object 
detection compared to classification problems. In object 
recognition problems, more than one class can take place on 
an image. The main purpose is to correctly predict the 
location and determine the class of the object. In this respect, 

a more complex process takes place compared to 
classification problems. 

In neural networks, Convolutional neural network is one 
of the main categories to do images recognition, images 
classifications. CNN image classifications takes an input 
image, process it and classify it under certain categories (Eg., 
Dog, Cat). Technically, deep learning CNN models to train 
and test, each input image will pass it through a series of 
convolution layers with filters (kernals), Pooling, fully 
connected layers (FC) and apply Softmax function to classify 
an object with probabilistic values between 0 and 1. The Fig. 
1. is a complete flow of CNN to process an input image and 
classifies the objects based on values. 

 
Fig. 1. General structure of CNN architecture 

A. Convolution Layer 

Convolution is the first layer to extract features from an 
input image. Convolution preserves the relationship between 
pixels by learning image features using small squares of input 
data. It is a mathematical operation that takes two inputs such 
as image matrix and a filter or kernel. Convolution of an image 
with different filters can perform operations such as edge 
detection, blur and sharpen by applying filters.  

B. Non Linearity (ReLU) 

ReLU’s purpose is to introduce non-linearity in CNN. The 
output is ƒ(x) = max(0,x). There are other non linear functions 
such as tanh or sigmoid that can also be used instead of ReLU. 
Most of the data scientists use ReLU since performance wise 
ReLU is better than the other two.  

C. Pooling Layer 

Pooling layers section would reduce the number of 
parameters when the images are too large. Spatial pooling also 
called subsampling or downsampling which reduces the 
dimensionality of each map but retains important information. 
Spatial pooling can be of different types: 

 Max Pooling 

 Average Pooling 

 Sum Pooling 

Max pooling takes the largest element from the rectified 
feature map. Taking the largest element could also take the 
average pooling. Sum of all elements in the feature map call 
as sum pooling. 

 

D. Fully Connected Layer (FC) 

The output of convolution/pooling is flattened into a single 
vector of values, each representing a probability that a certain 
feature belongs to a label. The objective of a fully connected 
layer is to take the results of the convolution/pooling process 
and use them to classify the image into a label. An activation 
function such as softmax or sigmoid is used to classify the 
outputs as cat, dog, car, truck etc [12]. 
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III. SINGLE SHOT MULTIPLE DETECTION 

SSD architecture does not consist of two different stages 
that first determine the places of objects in the images and then 
the types of these objects, like classical structures, and does 
them all at once. Thus, by decreasing the calculation load, the 
hardware requirements are reduced and faster results are 
obtained, especially in real-time object detection [13]. For this 
reason, the data set consisting of worm eggs was trained using 
SSD architecture in this study. 

When examining SSD architecture, it is necessary to talk 
about VGG architecture first. Because SSD architecture is 
based on VGG architecture that provides a lower feature map. 
The backbone of the SSD architecture was created with 
VGG16 in order to benefit from the superior performance of 
VGG16 in image classification. In this way, transfer learning 
is performed by using the features learned by VGG16 in SSD. 
In the backbone of the SSD architecture, VGG16 layers are 
used almost excluding the last fully connected layer. 
Differently, the first two fully connected layers are 
transformed into the conv6 and conv7 layers as shown in Fig. 
1 and 2.  

 
Fig. 2. Original structure of VGG16 

 

 
Fig. 3. Converted structure of VGG16 to SSD 

 

Convolution layers other than VGG16 in SSD architecture 
are expressed as extra feature layers [13] and shown in Fig. 4. 

 

 
Fig. 4. General structure of SSD architecture 

IV. MATERIAL AND METHOD 

In this study SSD was used to detect worm eggs in worm 
castings. This network is preferred because it is fast enough 
for real-time object detection.  

A. Data set 

The compost and eggs whose images were used in the data 
set were obtained from a local vermicompost production 
facility [14]. The dataset created in this study consists of three 
folders named JPEGImages, Annotations and ImageSets. In 
the JPEGImages folder there are 1000 compost images with 
an average of four and 3809 eggs in total. In the literature 
search, the worm egg data set was not reached within our 
knowledge. Images obtained at high resolution (4000 x 3000 
pixels) using the Panasonic DMC-FZ100 digital camera were 
resized in RGB format and 800 x 600 pixels in order to reduce 
the computational load and increase image processing 
efficiency. Sample images from data set are given in Fig. 5. 

 

 

 
Fig. 5. Sample images from data set 

 

B. Data Labeling 

The coordinates of the eggs in the images were labeled one 
by one with the LabelImage program and saved in the folder 
Annotations in XML format. A sample image with five eggs 
labeled in LabelImage program is given in Fig. 6. 
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Fig. 6. Cocoon labelling 

 

 In the ImageSets folder, there are files containing image 
information used during training, validation and test. These 
files are text files that contain information on which image is 
an object and which image is not an object. In Table I, after 
the data set is divided into two groups for training and test, the 
number of images in each group and the number of eggs in the 
images are shown. 

TABLE I      IMAGE AND EGG NUMBERS IN DATA SET 

Data Set Number of 
Images 

Number of Eggs 
in Images 

TRAIN 800 2854 

TEST 200 955 

TOTAL 1000 3809 

 

C. Data Augmentation 

The process of increasing data is the process of obtaining 
new training examples by applying different techniques (such 
as rotating, cropping, zooming in and out) to the images in 
the data set [15]. In this study data augmentation was done 
only on training data with following principles: 
 

 Brightness, contrast, saturation and hue adjustments 
were adjusted by 50% randomly. 

 Zoom out is done on the image with a probability of 
50% and up to 4 times. This process helps small objects 
to be detected and learned. 

 Crop was done in a ratio of 0.5 to 2 and by random 
cropping. This process helps to detect and learn large 
objects. 

 Rotation was done at a rate of 50% and randomly. 

 As required by SD300 architecture, all images are 
resized to 300x300 pixels. 

 All boxes have been resized proportionally according 
to the transformations made. 

 In the last stage, all images were normalized according 
to the mean and standard deviation values of ImageNet 
data.  

The data is a set of 1000 images and one class named 
"cocoon". Since there are 3804 cocoon labels in total, cross 
validation has not been used. 

V. RESULTS AND DISCUSSION 

In this study, it is aimed to separate Red Californian Worm 
eggs from compost by using deep learning and image 
processing techniques in vermicompost production and 
recycling them into production. For this purpose, the data set 
was created by labeling 3809 worm eggs in 1000 images 
obtained from compost prepared under controlled conditions 
as a single class “cocoon” and made ready for training. With 
this data set, a model was created that detects worm eggs in 
images using SSD architecture. Detected eggs on an image is 
given in Fig. 7. 

 
Fig. 7. Image of detected eggs 

 

The reason why SSD architecture is preferred is because 
this structure does not consist of two different stages that first 
determine the places of objects in the images, then the types 
of these objects, and does them all at once, thus reducing the 
computational load and reducing the hardware requirements 
and obtaining faster results, especially in real-time object 
detection. 

The model was trained in 1000 epochs with a data set 
consisting of 1000 different images. The trained model was 
tested on 200 different images and average precision rates 
were determined. Classification performances were compared 
by making trials on different levels of threshold values. 
Average precision graph of 0.5 threshold value is given in   
Fig. 8. 

 

Fig. 8. Average precision (AP) graph 

 

49



AP value increased up to 0.8 at the 500th epoch, after that 
it became convergent and reached 84.9% in the 1000th epoch. 
In the calculation of the total loss, for localization loss 
Categorical Cross-Entropy and for condidence loss Smooth 
L1 Loss functions are used. Learning rate (α) is taken as 1e-5. 
The graph of the total loss obtained at the end of the study is 
given in Fig. 9. 

 
Fig. 9. Total Loss graph 

 

When the total loss is examined, it is seen that the loss 
value of the model decreases to 2.5 at the 800th apoch, and it 
becomes convergent from the 1000th epoch. The lower this 
value means, the more successful the training is. Since there 
was no significant decrease in the total loss after the 1000th 
epoch, the training was completed at this level. Total training 
time lasted 20 hours. 

 

VI. CONCLUSION 

In this study, it is aimed to separate Red California Worm 
eggs from compost by using deep learning and image 
processing techniques to increase vermicompost production. 
For this purpose, SSD was used because it obtains faster 
results especially in real time object detection. Network was 
trained in 1000 epochs by augmenting the data with 1000 
images. As a result of the training, it was determined that the 
loss decreased to 2.527 in the 800th epoch and to 2.494 in the 
1000th epoch, and after that it made a horizontal course with 
converging values. The AP of the model increased up to 
84.9% in the 1000th epoch. In the light of these results, the 
model consisting of a single class with relatively small 
dimensions can be considered quite successful. 

The current data set consists of images of worm eggs in 
compost obtained from only one source. Although worm eggs 
are similar to one species as the Red Californian worm, 
composts of different sources come in different colors and 
textures. For this reason, it would be more appropriate to use 
composts obtained from more than one source and data sets 
created with larger sizes. 
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Abstract—Twitter plays a significant role in our lives as a 

means of expressing our thoughts, fears, joy, happiness, and other 
emotions, which collectively can be described as a positive, neg- 
ative, and neutral sentiment. Such sentiment analysis is essential 
for any company, organization, or individual that values public 
opinion towards its products, services, or overall reputation. With 
the growing number of tweets published every minute, it becomes 
more and more tedious to track changes in sentiment using 
human annotators every minute. The accessibility of modern 
computing power and advancements in Machine Learning makes 
it feasible to employ a machine to classify a human’s sentiments. 
We researched the influence of the quality and size of the dataset 
on the Support Vector Machine algorithm’s performance and 
found evidence that the quality of labeled tweets aimed to train 
the algorithm is paramount, but the size is secondary. 

Index Terms—Twitter sentiment analysis, sentiment 
classification, public relations management, public sentiment, 
machine learning. 

 
I. INTRODUCTION 

Twitter is a microblogging and social networking service  

on which users post and interact with messages known as 

”tweets” [1]. The unique way to cross-intertwine messages, 

topics, interests, and accounts by special characters such as @ 

and #, made Twitter an irreplaceable instrument in the hands  

of consumers to attract the desired attention of brands and 

companies of interest. Adoption of this feature by major social 

media players, such as Facebook, Instagram, LinkedIn, and 

others, indirectly confirmed the postulate. The commercial 

companies, political organizations, and others who wanted to 

track the public’s sentiment began to monitor its customer’s 

satisfaction and audience sentiments by monitoring tweets that 

contain the keywords of their interest. With the exponential 

growth of the number of tweets published every minute, every 

hour, every day, came a necessity of automating the sentiment 

classification of tweets to make use of changes in moods and 

consumer preferences. This is where Artificial Intelligence and 

Machine Learning techniques become indispensable helpers of 

companies, organizations, and individuals. 

Charlotte Teresa Weber and  Shaheen  Syed  [2]  studied  

the public sentiment towards interdisciplinary studies in the 

academic domain. In their paper ”Interdisciplinary optimism? 

Sentiment analysis of Twitter data,” the authors discussed the 

importance of Twitter as a useful instrument to measure public 

sentiment. The authors justified their choice of Support Vector 

Machine (SVM) algorithm by the superior performance of 

one. They trained seven different algorithms such as SVM, 

Logistic Regression, Multinomial Naive Bayes, Bernoulli 

Naive Bayes, Decision Trees, Adaptive Boosting (aka 

AdaBoost), Multi-Layer Perception algorithms, and compared 

the F1  metric. The reported F1 values  are  as  following:  

SVM’s  F1  score is 0.67, Logistic Regression’s F1 score is 

0.66, Multinomial NB’s F1 score is 0.65, Bernoulli NB’s F1 

score is 0.64, Decision Trees’ F1 score is 0.56, Adaptive 

Boosting’s F1 score is 0.63, Multi-Layer Perception’s F1 score 

is 0.60. Hence, the researchers simply chose the highest score 

that was achieved by the SVM algorithm. 

The statistical test concerning a single mean, Student’s t- 

test, showed us  that  only  Decision  Trees’  F1  score  (0.56) 

is statistically different from the mean value of the rest of     

the sample—t-value is -8.056, which is greater than the left 

rejection point of 4.032 for the level of significance of 1% 

(two-tailed test, with the degree of freedom equals 5). Hence, 

we don’t see enough evidence to support the theory that the 

SVM algorithm outperformed the other algorithms, meaning 

that the choice is unjustified if, and only if, the decision was 

made based on relative performance, judged by F1 scores. 

Zainuddin, Selma, and Ibrahim [10] ran the same statistical 

test to determine whether the accuracy results differ from each 

other. 

Though we don’t argue that the SVM algorithm was the 

right choice to use given the type of classification problems, 

we argue about the justification and approach chosen to select 

the SVM algorithm. Our research aims to demonstrate that  

the size and the quality of the dataset a researcher uses to  

train an algorithm are essential and substantially influence its 

performance. We collected three distinct and popular hand- 

labeled datasets, which were also used by  Ms.  Weber  and 

Mr. Syed, and trained a single algorithm— SVM — on these 

datasets. In addition to the comparative evaluation of the 

algorithm’s performance, we intend to use the SVM algorithm, 

trained separately on three distinct datasets, to label our target 
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dataset, which we collected directly from Twitter Application 

Programming Interface (API) through Python library Tweepy. 

The target dataset contains tweets with the following 

keywords:  ”UNCW,” ”#UNCW,” ”UNCW.” We supposed that  

we  will get inconsistent and different results, which in turn 

should demonstrate the influence of training sets on 

classification performance. 

II. RELATED WORK 

The overall difficulty of the sentiment classification prob- 

lems is aggravated by specifics of the Twitter user’s manner  

of speech, the prevalence  of  sarcasm,  and  other  specifics  

of sentiment expression. On the other hand, the messages’ 

length limitation forces the public to invent and use shortcuts 

such as emojis, emoticons, and other  means  of  graphical  

and textual sentiment expression. This in turn, allows the 

development of a lexicon, a collection of symbols that define 

certain sentiments by public perception. Thereby, practitioners 

and scientists prefer to use two major approaches to classify 

tweets’ sentiment—lexicon-based, supervised-learning, and a 

third hybrid approach, which combines the variation of both 

approaches. During the research of related work, we found that 

most studies focus on a comparative evaluation of different  

algorithms but used the same datasets available online. We 

followed the steps of Ms. Weber and Mr. Syed, but investigated 

the datasets’ influence on the single algorithm—SVM. 

Rout et al. [3] investigated different machine learning 

algorithms’ relative performance concerning the classification 

of tweets acquired from the Twitter public domain. The 

Multinomial Naive Bayes (MNB), Maximum Entropy and 

Support Vector Machine algorithms were trained  based  on 

the unsupervised approach and lexicon-based approach. The 

authors reported an accuracy of 0.807 using the unsupervised 

approach and 0.752 using the lexicon-based approach, while 

the MNB algorithm achieved an accuracy of 0.67 using the 

unigram feature. Saif et al. [4] introduced a novel lexicon- 

based approach called SentiCircles. The method is built on a 

dynamic representation of words that are supposed to capture 

contextual semantics. The three datasets that authors used to 

measure the accuracy of the approach are all relatively small. 

The Obama-McCain Debate (OMD) dataset was collected 

during the first presidential TV debates between presidential 

candidates Obama and McCain in 2008 and eventually pro- 

vided 393 positive and 688 negative tweets. The Health-Care 

Reform dataset represents a collection of tweets containing 

hashtag #hcr. It was collected in 2010 and included 397 

positive and 957 negative tweets. The third dataset was built 

by researchers from the Stanford Twitter Sentiment Corpus, 

which was initially automatically labeled based on emoticons 

regardless of the tweet’s remaining content. It contained 632 

positive and 1402 negative tweets. Ren et al. [5] discussed   

the topic-enhanced word embedding for Twitter sentiment 

classification problems. In the paper, they mention Pang et al. 

[6] pioneering the bag-of-word approach for text classification 

analysis. The authors looked at the classification problem  

from  an  overall  sentiment  perspective  rather  than  from the 

perspective of topic-based classification. The authors tested 

three algorithms overall – Naive Bayes, Maximum Entropy, 

and SVM. The accuracy of all three of them ranged from 

0.73 to 0.83, with a mean of 0.77 and a standard deviation of 

0.0253. Ren et al. [5], in turn, claimed that the experimental 

results showed the topic-enhanced word embedding model 

outperformed other word-representation models. The authors 

used the SemEval 2014 Dataset during their experiments. 

Ryan Ong [7] described his challenge identifying and cat- 

egorizing offensive language within Twitter. The author ex- 

perimented with variations of Convolutional Neural Networks 

(CNN) and Long Short-Term Memory (LSTM) layers. The 

researcher concluded that the ordering of layers is extremely 

important for optimal model architecture. Appel et al. [8] 

studied the comparative performance of the hybrid approach 

to sentiment analysis against Naive Bayes and Maximum 

Entropy algorithms trained on the same datasets—movie re- 

views, and sentiments Twitter datasets. The hybrid approach 

combines a Sentiment Lexicon, Semantic Rules, Negation 

Handling, Ambiguity Management, and Linguistic Variables. 

The authors reported the accuracy of 0.76 for the hybrid 

approach against 0.62 for the alternative method. Ghosh and 

Sanyal [9] investigated the comparative performance of the 

Machine Learning classification algorithms concerning the 

use of feature selection methods such as Information Gain 

(IG) Ratio, Chi- square, and Gini-index against unigram and 

bigram feature sets. The investigators used Recall, Precision, 

and F1 score measures to compare the performance of the 

algorithm. They reported the accuracy in the limits of 0.87 

Zainuddin et al. [10] proposed their version  of  the  hy-  

brid approach to the sentiment classification problem. The 

researchers compared the performance of the Principal Com- 

ponent Analysis (PCA), Latent Semantic Analysis  (LSA),  

and Random Projection (RP) feature selection methods. They 

used three different datasets for the analysis, such  as  the  

Hate Crime Twitter Sentiment dataset, which consists of 1078 

tweets in total, Stanford Twitter Sentiment dataset, which 

consists of 353 tweets, and Sanders Twitter Corpus dataset, 

that consists of 1091 tweets. Additionally, the researchers 

conducted t-tests to figure out whether the difference in results 

is statistically different from each other.  They  concluded  

that the hybrid sentiment classification, which combines the 

Association Rule Mining with a heuristics combination in part- 

of-speech patterns, provides statistically meaningful results at 

a p-value of 5%. However, the highest reported accuracy was 

reached by the SVM algorithm and was 0.76. The reported 

performance of the Extreme Learning Machine of Twitter 

aspect-based sentiment classification showed quite inconsistent 

results between average training accuracy of 0.84 and average 

testing accuracy of 0.58, which indicates that the model was 

overfitted. Stojanovski et al. [11] went with an overcompli-  

cated approach and used a CNN for extracting features for 

further classification experiments on Twitter data. They used 

three labeled datasets provided by the SemEval  challenge. 

The accuracy for all  the  sets  for  2013,  2014,  and 2015 

years did not exceed 0.71, with significantly lower 
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results for the emotion identification classification, with which 

its accuracy didn’t exceed 0.52. Kim et al. [12] provided a 

straightforward, self-explanatory application of AI algorithms 

in sentiment analysis of messages on the Internet. As an 

experiment, they crawled comments that were posted in online 

communities concerning cryptocurrencies, such as Bitcoin, 

Ripple, and Ethereum. The researchers claimed that they 

achieved an average accuracy of around 0.74 in determining 

the sentiment. 

Abassi et al. [13] addressed the important topic of sentiment 

analysis techniques that facilitate the detection of hate-speech 

postings and other extremist publications on the Internet. The 

researchers used three hand-labeled datasets to train the model. 

One dataset collected the movie reviews, which Pang et al. 

[6], and later in 2017, Appel et al. [8] also used for their 

hybrid classification approach. The other two datasets were 

directly connected to the domain of interest, a US supremacist 

forum and a Middle Eastern extremist group forum, thus 

combining English and Arabic content. The authors developed 

the Entropy Weighted Genetic Algorithm for feature selection 

and used the SVM algorithm for the classification problem. 

They claimed the overall accuracy of over 0.91 on the bench- 

mark datasets, but, unfortunately, didn’t provide out of sample 

performance metrics. 

 
III. DATASET 

We used three out of the seven datasets that we downloaded 

along with Mr. Syed’s original code from his GitHub reposi- 

tory [14] that is freely accessible online. The first dataset we 

used is called the Sanders Dataset and was initially available 

from http://www.sananalytics.com/lab/, but as of December 

01, 2020 the link is inaccessible. Zainuddin et al. [10] used the 

Sanders Dataset to research the performance of the PCA, LSA, 

and RP feature selection methods for sentiment classification 

problems. The dataset was collected in October 2011 and 

initially contained 5,513 tweet IDs related to the topics Ap- 

ple (Apple), Google (#Google), Microsoft (#Microsoft), and 

Twitter (#Twitter). We excluded tweets that had ”irrelevant” 

labels, as it refers to non-English tweets and tweet IDs that 

referred to deleted tweets and accounts. Hence, the actual size 

of the training dataset was significantly smaller and contained 

only 529 hand-labeled tweets. 

The Semantic Analysis in Twitter Task 2016 dataset [15], 

also known as SemEval-2016 Task 4, was created for various 

sentiment classification tasks in 2015. SemEval is an ongoing 

series of Natural Language Processing (NLP) research work- 

shops whose mission is to advance the current state of the art 

in semantic analysis and help create high-quality annotated 

datasets in a range of increasingly challenging problems in 

natural language semantics [16]. Stojanovski et  al.  [11]  used 

SemEval Dataset to research CNN extracting features for 

classification problems. The dataset contained 10,000 tweet 

IDs, but some corresponding tweets and accounts had been 

deleted over time. Eventually, SemEval Dataset included 6,771 

tweets. 

The third training dataset we used was the CLARIN 13 

Dataset [17]. It contained a total of 1.6 million labeled tweets 

from 15 European languages. Tweets were collected in 2013 

and represent a small fraction of all publicly available tweets at 

the time. We used an English subset that originally contained 

around 90,000 tweet IDs, but eventually, we collected only 

32,449 real tweets from Twitter’s API. 

We used Twitter’s API and the Python library Tweepy [18] 

to collect the tweets that contain the keywords ”UNCW,” 

”#UNCW,” and ”UNCW.” We collected tweets from October 

17, 2020, till December 01, 2020, and ended up with a total of 

4,236 tweets and 1,724 unique tweets. The UNCW dataset is 

our target dataset, which we use in the comparative evaluation 

of the SVM algorithm, trained on three above mentioned, 

publicly available datasets. 

IV. METHODOLOGY AND EXPERIMENTS 

In our research, we followed the steps of Charlotte Teresa 

Weber and Shaheen Syed, which they set in their paper 

”Interdisciplinary optimism? Sentiment analysis of Twitter 

data.” We used Mr. Syed’s original code from his GitHub 

repository [14] but with substantial changes and upgrades to 

meet our stated goal. 

To preserve unbiasedness, we didn’t do any differential 

feature engineering techniques besides those described by Ms. 

Weber and Mr. Syed. We followed the same approach and 

steps in training the SVM algorithm for each of the training 

sets. The original code includes eight distinct modules (steps) 

that can be run consecutively or separately. The code heavily 

relies on using the mongoDB document database [19] and 

scikit-learn library [20], a collection of efficient tools for 

predictive data analysis which is built on NumPY, SciPy, and 

matplotlib libraries. We significantly upgraded the sixth step 

by adding calls from the scikit-learn library related to the 

confusion matrix builder to measure the SVM algorithm’s 

accuracy on different training datasets. We use two-tailed 

hypothesis testing and Student’s t-Distribution statistics to look 

for evidence to support or reject the hypothesis of significant 

differences in the accuracy metrics of the SVM algorithm that 

we collect. 

V. RESULTS 

For the sake of simplicity, we denote SVMClarin, SVMSanders, 

and SVMSemEval as Support Vector Machine algorithm, trained 

on three distinct datasets, mentioned above—Clarin, Sanders, 

and SemEval; F1Clarin as an F1 score of the SVMClarin, F1Sanders 

as an F1 score of the SVMSanders, F1SemEval as an F1 score of  

the SVMSemEval. 
The results of our experiments (Table I) show depressing and 

inconsistent performance of the SVM algorithm. We conducted 

the Student’s t-test concerning a single mean to test whether the 

difference between each paired observation is significant. For 

example, to test whether F1SemEval  (0.87)  is  different from 

F1Sanders (0.74) and F1Clarin (0.78), we  define  F1Sanders and 

F1Clarin as a sample with the mean value of 0.76, the standard 

deviation of 0.028, and the standard error of 0.02. 

53



  The rejection points for a two-tailed test with even a 10% 

level of significance and degree of freedom equals one lie 

below -6.314 and above 6.314. Given the t-value of -5.5, we 

fail to reject  the hypothesis that F1SemEval (0.87) is statistically 

different from F1Sanders (0.74) and F1Clarin (0.78). We conducted 

the analogous tests for each paired observation and conclude 

that we don’t have enough evidence to reject the hypothesis of 

equal performance of the SVM algorithm trained on three 

distinct datasets. 

TABLE I.  PERFORMANCE OF THE SVM ALGORITHM. 

 
Training 
Dataset Target Dataset Labels 

F1 Score Positive 
Labels 

Neutral 
Labels 

Negative 
Labels 

SVMClarin 0.78 338 1282 104 

SVMSanders 0.74 115 1393 216 

SVMSemEval 0.87 1203 423 98 

Consistency  62 311 26 

 

We accept the hypothesis of equal performance based on the 

mentioned metrics. However, SVMSemEval was able to identify 

1203 positive, 423 neutral, and 98 negative tweets of our target 

UNCW dataset, while SVMClarin and SVMSanders demonstrated 

quite different results. SVMClarin identified 338 positive, 1282 

neutral, and 104 negative tweets, and SVMSanders identified 

115 positive, 1393 neutral, and 216 negative tweets. Overall, 

the consistency [the number of tweets identified alike by all 

three algorithms] of such identification was 62 positive, 311 

neutral, and 26 negative tweets. Given only this discrepancy 

in classification by the same algorithm, it becomes obvious, 

that there is substantial deficiency in reporting only F1 and 

accuracy metrics, hence we visually analyzed the substance of 

the target dataset and classification results and found some 

disturbing misclassifications. 

The target dataset contained the group of twelve tweets that 

were almost identical to each other, were made with intervals 

of 1-2 minutes and went consequentially in the database. This 

subset contained two types of messages such as “Dear NAME, 
today you helped save a life! On behalf of the UNCW Red 
Cross Club, thank you for your generous blood donation. 
#giveblood #uncwredcross LINK,” and “Dear NAME, thank 
you for giving blood from all of us  at  the  UNCW  Red  
Cross Club. #giveblood #uncwredcross LINK.” The messages, 

apparently bear positive sentiment and one would expect that 

the computer algorithm won’t hesitate to classify the all 

twelve of them as positive. However, only SVMSemEval 

classified all of them as positive, while SVMSanders classified 

only 6 as positive (True Positive), and SVMClarin classified 7 

as positive (True Positive), giving the neutral label to the rest 

of the subsample (False Negative). 

 

We admit that the subsample is subject to significant sample 

bias, but we intend to demonstrate the interdependence of the 

sample substance and derived metrics. We calculated (Table II) 

Recall (SVMSemEval = 1, SVMClarin = 0.583, SVMSanders = 0.5), 

Precision (all three metrics equals 1), Accuracy (SVMSemEval = 

1, SVMClarin = 0.583, SVMSanders = 0.5), and F1 score 

(SVMSemEval = 1, SVMClarin = 0.737, SVMSanders = 0.667) from 

the confusion matrix for error analysis for the subsample. 

TABLE II.  ERROR ANALYSIS OF THE TARGET DATASET. 

 
Assigned Labels 

SVMClarin SVMSanders SVMSemEval 

Subsample Precision 1.000 1.000 1.000 

Subsample Recall 0.583 0.500 1.000 

Subsample F1 0.737 0.667 1.000 

Subsample Accuracy 0.583 0.500 1.000 

 

F1 score of 0.667, for example, demonstrates the 

performance comparable to the result of a flip of a coin. Hence, 

we may say that SVMClarin and SVMSanders were “most likely” 

guessing than doing an educated classification task, but 

showing high F1 scores, comparable to the results  the majority 

of researchers report.  

 

VI. CONCLUSION AND FUTURE WORK 

Our research focuses on one important topic - training the 

Support Vector  Machine algorithm so that it would be able   

to classify a Twitter feed as having a negative, positive, or 

neutral sentiment. We decided to follow most researchers’ 

steps and use freely available online, hand-labeled datasets to 

train the algorithm. The central question is whether the quality 

and size of the training dataset influence the result. If so, how 

substantial the influence is on the human eye. 

We conducted statistical tests concerning a  single  mean. 

We discovered that the SVM algorithm’s performance that 

Charlotte Teresa Weber and Shaheen Syed [2] chose in their 

research wasn’t superior (F1 equals 0.67) compared to other 

algorithms. We followed the authors’ steps and trained the 

SVM algorithm on three distinct datasets available online and 

used by researchers, including Ms. Weber and Mr. Syed. The 

classification task of the target dataset by SVM, trained of 

different sets, revealed substantial inconsistency. The in-depth 

analysis of classification results showed that the performance 

metrics’ simple reporting sometimes doesn’t make any sense 

and often even misleading. 

We want to make the preliminary conclusion that the quality 

of labeled tweets aimed to train the algorithm is paramount 

and the size of the dataset is a secondary issue. 32,449 (Clarin 

dataset) tweets didn’t make any difference in the training of 

the algorithm as 529 can do (Sanders dataset). The in-depth 

analysis of the classification work made by SVMClarin and 

SVMSanders on the out of sample dataset is no better than 

simple guessing, while 6,771 tweets could deliver consistent 

result that you can and should anticipate from the computer 

algorithm. 
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The Oxford Dictionary of Phrase and Fable [21] says that 

the idea (in computing and other spheres) of incorrect or 

poor-quality input will always produce faulty output is called 

garbage in, garbage out. The phrase concisely describes the 

conclusion, which can be made from the results we report 

even now. However, the science approach recommends  

finishing the research by properly labeling all 1724 tweets 

from the target dataset and running the confusion matrix of 

error analysis to define the overall recall, precision, accuracy, 

and F1 score. Our primary future task is to increase the 

classification algorithm’s overall efficiency by increasing 

True Positive and True Negative classifications and 

decreasing the False Positive and False Negative errors and 

not by just reaching average accuracy metrics. 
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Abstract—Deceptive levels are levels where agents are trapped
in the game and the policy leads them away from the global
optimum policy. In this paper, we examine the problem of
evaluating deceptive levels. In our previous work, we generated
deceptive levels and evaluated them using different agents. The
interesting insight from that study was that there was no single
agent being able to solve all types of deceptions. In order to
further extend our work, we investigate the effect of different
metrics on the evaluation of deceptive levels. In our current
work, we use different metrics including reward penalization,
discounted reward, noisy world, broken world, and broken
forward model. Initially, we execute these agents by utilizing
deceptive as well as non-deceptive levels to perform a comparison
on the basis of total points and win-rate. After comparison, ranks
are assigned to the agents. Contrary to our previous evaluation,
these metrics give different results and rankings. The experiment
implies that each agent has a different set of characteristics and
weaknesses.

Index Terms—Procedural Content Generation, General Video
Game Artificial Intelligence, General Video Game Level Gener-
ation, Video Game Description Language

I. INTRODUCTION

Procedural Content Generation (PCG) is an algorithmic
approach to generate content for video games [1]. Different
methods are used for content generation in games such as
search-based [1], constructive [2] and machine learning-based
methods [3].

The evaluation of general video game levels is considered
a challenging task due to the diverse nature of games. Various
evaluation approaches are already employed by academicians
including shallow decision-making analysis [4], ranking ap-
proach [5], relative algorithm performance profiles (RAPP)
[6]. In our previous work [7], we generated different deceptive
levels and evaluated them using different agents. An interesting
insight from that study was the limitation of each agent as
no agent was able to solve all deceptions. In this paper, we
extend our work by evaluating deceptive levels on different set
of metrics. We use a rank-based approach, where we assign
a rank to the game-playing agents. In addition, five metrics
are also used for the ranking of agents including reward

penalization, discounted reward noisy world, broken world,
and broken forward model.

Formula 1 Scoring System =
{
25, 18, 15, 12, 10, 8, 6, 4, 2, 1

}
(1)

Equation (1) is used to assign rank to the game-playing agents.
The formula assigns 25 points to the best controller and 1
point to the last. Our experiment results show that OLETS is
the best-performing agent contrary to our previous experiment
where Number27 was the best performing agent. In addition,
this approach will help us to create better or optimal agent for
deceptive levels.

The remainder of the paper is organized as follows. In
section 2, we present related work and background knowledge.
Section 3 presents the details of our proposed approach.
Details of the experiment are discussed in section 4. Section
5 presents the discussion on the evaluation of agents. Finally,
the paper is concluded in section 6.

II. RELATED WORK AND BACKGROUND KNOWLEDGE

A. Level Evaluation

Level Evaluation can be performed using multiple ap-
proaches including computational metrics, user-based evalu-
ation, and agent-based evaluation. In the next sub-sections,
we cover the background knowledge on each one of them.

1) Computational Metrics: Computational metrics measure
emergent properties of levels, rather than simply using the
same parameters. In [8], authors demonstrated evaluation as
a problem in PCG. A comparative evaluation technique was
applied for the game of Super Mario Bros.

2) User Based Evaluation: User-based evaluation allows
the user to classify the content [9]. Authors proposed a way
to solve the problem of automatically generated game levels.
Different techniques of modeling and evolutionary algorithms
were also introduced for the construction of tracks. Similar
user-based studies were also performed by authors in [18],
[19] and [20] .

3) Rank-Based Evaluation: Rank-based evaluation allows
the user to rank the generated content. In [5], authors presented
a research study to test the performance of various game-
playing agents. Results indicate that the performances of some
controllers were better in almost all conditions while the
performances of other controllers were worst.
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4) Agent-Based Evaluation: Agent-based evaluation is an
evaluation-based approach of game-playing agents, where we
test different controllers on game levels without human in-
tervention. In [4], a method to measure the performance of
agents was proposed. Results indicate that these methods give
them a better understanding of the decision-making process
of the agents. In [6], authors provided a technique to rank the
content according to win percentage and mean score obtained
from various agents.

B. VGDL, GVG-AI, and GVG-LG Framework

Video Game Description Language (VGDL) [10] is a
simple, expressive, and human-readable language. Authors
highlighted that this language is needed to understand the
game logic and it also requires computational agents. The
general video artificial intelligence (GVG-AI) framework [11]
is proposed to test different artificial intelligent agents. In [12],
authors proposed a GVG-LG framework as a benchmark for
general video game level generation. It allows competitors to
create generators that can generate levels for different games.

C. Deceptive Level Generator

The concept for deceptive games has been introduced by
[13]. In [7], authors demonstrate that these games were de-
signed in a way where controllers get rewards that can lead
them away from the global optimum policy. Zafar et al. [7]
proposed a deceptive level generator. The level generator gen-
erates three types of traps including greedy traps, smoothness
traps, and generality traps. The results of this study showed
that some agents perform poorly on deceptive levels and no
single algorithm was able to solve all the deceptions. Fig. 1
shows the deceptive levels for the game of Zelda. Fig. 2 shows
the deceptive levels for the game of Solar fox.

Fig. 1. Deceptive levels for game Zelda (The authors have taken copyright
permission from (Zafar et al. 2018) to use the figure)

Fig. 2. Deceptive levels for game Solarfox (The authors have taken copyright
permission from (Zafar et al. 2018) to use the figure)

III. METHOD

This section presents the proposed methodology used to
evaluate the deceptive levels using a variety of agents. Our
proposed approach is a rank-based approach, where we assign
ranks to the game playing agents on the basis of total points
and win-rate. The flow chart of our proposed evaluation

methodology is illustrated in Fig. 3. In total, there are 1250
deceptive and non-deceptive levels executed by all the agents.
The deceptive levels used are generated by [7] in the GVG-
LG framework and non-deceptive levels are selected from
the GVG-AI framework. Five metrics are also used including
reward penalization, discounted reward, noisy world, broken
world, and broken forward model. By looking at the nature of
the algorithm used by each agent, we have embedded these
metrics in the GVG-AI framework. After the execution of the
agents, we computed results such as total points, win rate and
mean score. Then finally, equation (1), is applied that depicts
the performance evaluation criteria. The controllers are sorted
based on their rankings. To decide the best controller all points
of five games are added. After adding up the points, the agent
with the highest sum among all other agents is considered as
the winner. When the points in the game are considered as a
draw, the first position ties the ranking and further proceeds
to the second and third positions. Afterwords on the basis of
total points and win rate, we decide the best-game playing and
worst-game playing agents.

Fig. 3. Flow chart of our proposed evaluation methodology

A. Selection of Games

A brief description of the games [7] used in our research
are as follows:

• Zelda: The goal of the player in this game is to find
the key and escape. The player is also equipped with the
sword to kill enemies.

• Catapults: The goal of this game is to reach the exit
door. The player can not jump on the water and can use
catapults to reach it.

• Cakybaky: The primary goal for such a game is to bake
the cake. In order to bake the cake, the player has to
collect some ingredients.

• Digdug: The purpose of this game is to gather all gold
coins and gems in the cave, exploring the way through
it.

• Solar fox: The player's objective in this game is to collect
diamonds and avoid the attacks of enemies.
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B. Selection of Controllers

A brief description of the controllers used in our research
are as follows:

• Number27: It is an agent with such a population size
which involves individuals with a set sequence of actions
[14].

• Thorbjrn: This agent attempts 49 actions and optimizes
various game-playing algorithms and output differences.
This agent uses evolutionary and MCTS algorithms [15].

• OLETS: OLETS is the version of MCTS, where agent's
states are never correlated with the node of the network
[5].

• SampleRS: The sampleRS controller generates the indi-
viduals randomly instead of evolving them. It has length
of 10 and it can produce as many sequences in the given
time duration [16].

• SampleOLMCTS: It is a very common tree search
technique which iteratively creates an asymmetric tree
in memory to estimate the value of the various actions
available from a given state [5].

• NovTea: NovTea implements tree-search algorithms and
returns the actions [15].

• CatLinux: It is an agent that implements Rolling Horizon
Evolutionary Algorithms (RHEA). The RHEA algorithms
evolves a population of sequences of actions, and the
length of each sequence is fixed which is equal to the
fixed depth of simulation [6].

• SampleMCTS: The sampleMCTS is an MCTS imple-
mentation with frequently random roll-outs up to a max-
imum depth of 10. Once the agent is initialized, the
tree policy should be defined, while the heuristic used
to determine game states is a combination of the score
plus an eventual bonus [5].

• SampleOneStep: It rolls the forward model from avail-
able actions and selects the best value action. It also de-
termines the score maximization function that minimizes
the NPCS distance [4].

• DoNothing: It is the basic controller and it always returns
ACTION NIL, so it does not performs any action during
the game [17].

IV. RESULTS

This section presents the details of the experiment carried
out to evaluate the performance of different game-playing
agents. As discussed earlier, five metrics are used to rank the
agents. Later, we will discuss the results of the experimentation
of each metric.

A. Evaluation of Deceptive vs Non-Deceptive levels

We executed top ten agents including Number27, OLETS,
thorbjrn, OLMCTS, sampleRS, NovTea, CatLinux, sampleM-
CTS, SampleOneStep and doNothing. These agents are se-
lected from the GVG-AI competitions. The performance of the
agent is dependent on win-rate and total points. In Table 1,
G-0 represents the zelda game, G-1 represents the catapults
game, G-2 represents the cakybaky game, G-3 represents the

dig dug game and G-4 represents the solarfox game (the
same abbreviation is used for all other tables). In the case of
deceptive levels, Number27 is the best-performing agent with
respect to total points and win-rate, while doNothing is the
least-performing agent with respect to total points and win-
rate. All agents successfully played the levels of Zelda game,
whereas there is no agent which is capable of playing the levels
of Solarfox game. Table 1 illustrates the ranking of agents by
using deceptive levels. In the case of non-deceptive levels,
Number27 is the agent with better performance with respect
to total points and win-rate, while sampleOneStep is the agent
with worst performance with respect to total points and win-
rate. In this scenario, almost all agents are capable of playing
the Zelda game levels, while there is no agent that is capable
of playing the Solarfox game levels. Table 2 illustrates the
ranking of agents by using non-deceptive levels.

B. Reward Penalization

In this metric, we change the settings of the GVG-AI
framework in such a way to reduce the score s in the game
by one point when the action is performed by the agent [5].
So, that better-performing controllers would get reward in the
rank. The formula for the calculation is: s= s-actions. We
compared the rankings of agents with deceptive as well as non-
deceptive levels. Table 3 depicts the ranking for this metric. In
this setting, the ranks are assigned to the agents according to
total points but the ranking is also dependent on the win-rate.
All agents performed well in the reward penalization settings
except Number27 and sampleRS. Some agents achieved an
increase in the win-rate such as CatLinux. The Table 3 show
that in this setting, the OLMCTS is the first-ranked agent,
OLETS is the second-ranked agent and Number27 is the third-
ranked agent.

C. Discounted Reward

In this metric, we changed the settings of the GVG-AI
framework in such a way, that it depends on the Discounted
Factor D when the forward model returns the score s [5]. The
value of the discounted factor D is set to 0.9. The formula
for the calculation is: s = s*D. We compared the rankings of
agents with deceptive as well as non-deceptive levels. Table 4
shows that in this setting, the ranks are assigned to the agents
according to total points but the ranking is also dependent
on the win-rate. In this setting, the sampleRS agent suffers
a drop in win-rate. Thus, the performance of the controllers
has the highest impact on the game Zelda. In the previous
setting, the first-ranked controller is the OLMCTS, whereas in
this setting the first-ranked controller is OLETS, the second-
ranked controller is thorbjrn and the third-ranked controller is
OLMCTS.

D. Noisy World

In this metric, when action is performed by an agent, noise
is added to the actions [5]. The noise is added in the actions
when p = 0.25. Table 5 illustrates the rankings of agents
obtained with noisy world settings. In this setting, ranks are
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TABLE I
RANKING OF AGENTS BY USING DECEPTIVE LEVELS

Agents Ranking
Rank no. Agents Total Points Mean Score Win Rate G-0 G-1 G-2 G-3 G-4

1 Number27 125 0.006 52% 25 25 25 25 25
2 OLETS 118 0.63 40% 25 25 25 25 18
3 sampleRS 118 0.63 28% 25 25 18 18 25
4 Thorbjrn 111 0.71 40% 25 25 25 18 18
5 OLMCTS 108 0.01 24% 25 25 25 18 15
6 CatLinux 108 0.01 20% 25 25 18 25 15
7 sampleMCTS 103 0.45 16% 25 25 18 10 25
8 NovTea 103 0.45 20% 25 25 25 10 15
9 sampleOneStep 93 0.13 8% 25 25 18 10 15

10 doNothing 86 0.02 4% 25 25 25 10 1

TABLE II
RANKING OF AGENTS BY USING NON DECEPTIVE LEVELS

Agents Ranking
Rank no. Agents Total Points Mean Score Win Rate G-0 G-1 G-2 G-3 G-4

1 Number27 125 0.006 36% 25 25 25 25 25
2 OLETS 118 0.63 30% 25 25 18 25 25
3 sampleRS 108 0.01 29% 25 25 18 15 25
4 Thorbjrn 108 0.01 33% 25 25 25 15 18
5 OLMCTS 103 0.45 16% 25 25 18 10 25
6 CatLinux 100 0.01 30% 25 25 25 15 10
7 sampleMCTS 93 0.13 20% 25 18 25 15 10
8 NovTea 93 0.13 23% 25 25 18 15 10
9 doNothing 90 0.12 8% 25 25 18 10 12
10 sampleOneStep 86 0.02 6% 25 25 10 1 25

TABLE III
RANKING OF AGENTS IN THE REWARD PENALIZATION SETTING BY USING DECEPTIVE LEVELS

Reward Penalization Settings
Rank no. Agents Total Points Mean Score Win Rate G-0 G-1 G-2 G-3 G-4

1 OLMCTS 125 0.04 25% 25 25 25 25 25
2 OLETS 118 0.06 35% 25 25 25 18 25
3 Number27 108 0.03 23% 25 25 25 18 15
4 thorbjrn 95 0.05 30% 25 25 18 15 12
5 CatLinux 93 0.96 36% 25 18 25 15 10
6 NovTea 93 0.02 36% 25 18 15 25 10
7 sampleMCTS 90 0.04 17% 25 25 18 12 10
8 sampleRS 88 0.05 10% 25 25 18 10 10
9 sampleOneStep 88 0.64 4% 25 18 25 10 10
10 doNothing 79 0.02 2% 25 18 25 1 10

assigned to the agents according to total points but the ranking
is also dependent on the win-rate. In this setting, the OLETS
agent is still in the first position as in the discounted reward
setting, second-ranked agent is Number27. OLETS is the best
controller tested with the highest points. And doNothing is
the least-performing controller. The loss of scores in Zelda,
Catapults, Cakybaky, and Digdug is smaller as compared to
the Solarfox. The higher scores are achieve-able only in the
Zelda game where the key is awarded to the agent in the game.

E. Broken World

In this metric, the real game introduces the noise in the
actions, while the froward model is always accurate [5]. But
the noise is added in the actions when p = 0.25. In this setting,
the agent has no idea how to evaluate states so some states
or actions can be missed by the agent. Table 6 shows that in

this setting, the ranks are assigned to the agents according to
total points but the ranking is also dependent on the win-rate.
The results obtained in this setting are completely different
as compared to the noisy world settings. Number27 is the
highest-ranked agent that achieves the best results in the five
games and doNothing is the least-rank agent that achieves poor
results in the five games. The agent with the highest increase
in the win-rate is OLETS. It is important to note here that the
errors are now introduced in the rankings of the agents.

F. Broken Forward Model

In this metric, the forward model introduces the noise with
p = 0.25, while the actions provided to the game are not
changed [5]. Table 7 shows that in this setting, the ranks
are assigned to the agents according to total points but the
ranking is also dependent on the win-rate. In the settings of
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TABLE IV
RANKING OF AGENTS IN THE DISCOUNTED REWARD SETTING BY USING DECEPTIVE LEVELS

Discounted Reward Settings
Rank no. Agents Total Points Mean Score Win Rate G-0 G-1 G-2 G-3 G-4

1 OLETS 118 0.07 35% 18 25 25 25 25
2 thorbjrn 108 0.04 30% 25 25 18 25 15
3 OLMCTS 108 0.04 15% 25 18 25 15 25
4 Number27 100 0.01 30% 25 15 25 10 25
5 CatLinux 100 0.01 38% 25 25 15 10 25
6 sampleMCTS 95 0.02 21% 25 18 15 25 12
7 sampleRS 91 0.05 10% 25 18 15 25 8
8 NovTea 86 0.01 38% 25 18 10 25 8
9 sampleOneStep 69 0.04 13% 25 10 8 25 1
10 doNothing 63 0.01 2% 25 12 15 10 1

TABLE V
RANKING OF AGENTS IN THE NOISY WORLD SETTING BY USING DECEPTIVE LEVELS

Noisy World Settings
Rank no. Agents Total Points Mean Score Win Rate G-0 G-1 G-2 G-3 G-4

1 OLETS 100 0.07 20% 25 25 15 10 25
2 Number27 92 0.01 30% 25 15 12 25 15
3 thorbjrn 87 0.05 20% 25 10 12 15 25
4 sampleRS 87 0.07 15% 25 25 15 12 10
5 OLMCTS 87 0.04 30% 25 15 12 25 10
6 CatLinux 85 0.01 20% 25 15 12 8 25
7 sampleMCTS 83 0.02 16% 25 15 8 25 10
8 NovTea 85 0.01 20% 25 15 10 25 10
9 sampleOneStep 80 0.4 19% 25 18 15 12 10
10 doNothing 79 0.02 4% 25 18 10 25 1

TABLE VI
RANKING OF AGENTS IN THE BROKEN WORLD SETTING BY USING DECEPTIVE LEVELS

Broken World Settings
Rank no. Agents Total Points Mean Score Win Rate G-0 G-1 G-2 G-3 G-4

1 Number27 108 0.03 23% 25 18 25 25 15
2 sampleRS 98 0.06 17% 25 25 18 15 15
3 thorbjrn 93 0.03 18% 25 15 18 25 10
4 OLETS 91 0.04 18% 25 18 15 8 25
5 OLMCTS 88 0.02 31% 25 18 10 10 25
6 NovTea 86 0.04 38% 25 18 10 25 8
7 sampleOneStep 84 36% 0.05 25 18 8 8 25
8 sampleMCTS 83 0.04 15% 25 10 15 25 8
9 CatLinux 80 0.01 20% 25 18 15 12 10
10 doNothing 69 0.02 4% 25 18 10 8 8

the broken forward model, OLETS is the only controller that
achieves the highest position in the rankings. The Number27
agent has the same points as the OLETS agent but it is a
second-ranked agent. As a result, when the noisy actions are
executed, it is only present in the game but not in the forward
model. The results show that the behavior of the agents in
these metrics is changed due to increase or decrease in win-
rate and total points. It is important to note here that OLETS
is the best-performing agent. It works better in the metrics
including discounted reward, noisy world and broken forward
model because in these metrics it is the top-ranked agent
as it attains the highest points, whereas in these metrics the
points of other agents are comparatively low. OLETS uses
Hierarchical Open-Loop Optimistic Planning (HOLOP) for
playing different games and it turns out that its performance
on a broader scale is better. OLETS’s performance is worst in

reward penalization metric because in this metric the OLETS
agent achieves second position as it attains lowest points.
But in this metric, OLMCTS agent performs better because
it attains highest points, as it is a variant of Monte-Carlo Tree
Search (MCTS) and is designed to work better in stochastic
environments. It uses the forward model to reevaluate the
actions instead of keeping the states of the game in the nodes
of the tree. The performance of OLETS agent is also worst in
broken world metric because in this metric it achieves fourth
position as it attains lowest points. But in this metric, Num-
ber27 is the best-performing agent in the broken world metric
as it attains highest points. The Number27 agent consists of a
genetic algorithm. It uses multiple action sequences instead of
using a single one. As each agent uses different algorithms, so
it is also important to look at the the nature of the algorithm to
decide best-performing agent. We can conclude here that the

60



TABLE VII
RANKING OF AGENTS IN THE BROKEN FORWARD MODEL SETTING BY USING DECEPTIVE LEVELS

Broken Forward Model Settings
Rank no. Agents Total Points Mean Score Win Rate G-0 G-1 G-2 G-3 G-4

1 OLETS 108 0.03 23% 25 25 25 18 15
2 Number27 108 0.03 18% 25 25 15 25 18
3 Thorbjrn 100 0.06 17% 25 25 25 15 10
4 OLMCTS 85 0.02 31% 25 15 25 10 10
5 sampleRS 100 0.06 17% 25 25 25 15 10
6 CatLinux 86 0.01 44% 25 25 18 10 8
7 sampleMCTS 85 0.04 15% 25 25 15 10 10
8 NovTea 80 0.04 38% 25 25 12 10 8
9 sampleOneStep 69 0.05 20% 25 18 10 8 8
10 doNothing 63 0.02 4% 25 15 10 12 1

use of Hierarchical Open-Loop Optimistic Planning (HOLOP)
is better for deception problems because when the agent plays
any level of a game, the value of next actions are also assessed.
It not only includes the average value of the node but also the
maximum value among its children.

V. CONCLUSION

The focus of this research is to assign ranks to the game-
playing agents. Initially, we execute the agents on deceptive
as well as non-deceptive levels to perform a comparison
on the basis of total points and win-rate. There are 1250
deceptive levels played by each controller. Five metrics are
also used including reward penalization, discounted reward,
noisy world, broken world and broken forward model. These
metrics analyze how the rankings of the game-playing agents
are changed. The proposed approach successfully assigns a
rank to the agents based on the characteristics of the agents
including total points and win-rate. The experiments indicate
better performance of OLETS agent in the majority of metrics.
Few agents are not able to perform well in noisy conditions
including sampleOneStep and doNothing. By analyzing the
performance of the agents in detail, we have a better under-
standing of the ranking of the agents.
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Abstract—Data clustering, which divides a dataset into a 

certain number of dissimilar groups, can be considered as NP-

hard optimization problem. Many meta-heuristic optimization 

algorithms have been used in the solution of clustering 

problem. In this study, we have exploited two meta-heuristic 

optimization algorithms to solve the clustering problem: 

Harmony Search as traditional algorithm and Grey Wolf 

Optimizer as new generation algorithm. We have measured 

their clustering performance on five well-known, benchmark 

clustering datasets and compare the obtained results with each 

other and K-means which is a widely used classical clustering 

algorithm. The experimental results indicate that, while Grey 

Wolf Optimizer is generally superior to the other two 

algorithms in terms clustering success, the computation time of 

Harmony Search is less than Grey Wolf Optimizer for the 

same iteration number. In addition, the standard deviation of 

Grey Wolf Optimizer is smaller than the other two algorithms.  

Keywords—clustering, meta-heuristic optimization, gray wolf 

optimizer, harmony search 

I. INTRODUCTION 

Data clustering is one of the most popular unsupervised 
learning methods for data analysis. It is utilized as an 
exploratory data analysis model in the fields of machine 
learning, data mining, image segmentation, marketing, 
pattern recognition, and many fields of engineering [1].  The 
main objective of clustering is partitioning dataset into 
different groups by measuring the similarity of the dataset 
objects. In addition, clustering aims to while the intra-cluster 
similarity is maximized, the inter-cluster similarity is 
minimized. Similarity measures among the data are 
calculated by taking a set of features in the data into 
account.  Classical clustering algorithms are broadly divided 
into two groups as hierarchical and partitional clustering. 
Hierarchical clustering techniques form clusters that have 
effective order from top-down or bottom-up approach [2]. In 
top-down approach, the whole dataset is split to data clusters 
iteratively.  In contrast, in bottom-up approach, each data 
object starts as a separate cluster and these clusters are 
merged in iterative way until it forms a single cluster [3]. 
Partitional clustering splits the dataset into a number of 
cluster by taking some similarity measurements criteria and 
fitness function in to account [4]. While hierarchical 
clustering algorithms do not require any preliminary 
information about the number of clusters, partitional 
clustering algorithms needs a certain cluster numbers in 
advance. However, partitional clustering techniques can 
move dynamically data objects among the cluster during the 
execution whereas hierarchical clustering techniques is 
static and not able to move a data object from one cluster to 
another [5].  

Partitional clustering techniques, which try to find the 
most appropriate cluster centers, can be considered as an 

NP-hard nonlinear problems problem if cluster number is 
greater than three [6]. Modeling natural phenomena to solve 
nonlinear problems has attracted the attention of researchers 
for many years. Meta-heuristic optimization algorithms, 
which are nature-inspired approaches, are effective options 
to solve NP-hard clustering problems in terms of time 
complexity and clustering accuracy. Meta-heuristic 
optimization algorithms include a population, each member 
of which searches the solution space and share its 
knowledge with the others to find the optimum solution. In 
the solution of clustering problems with meta-heuristic 
optimization algorithm, each member of the population tries 
to find the optimum positions of  cluster centers [1]. With 
their exploratory and exploiter model, meta-heuristic 
optimization algorithms are superior to the classical 
clustering algorithms such as K-means which may stick to 
the local optimums easily [7]. It is clearly observed that new 
generation meta-heuristic optimization algorithms show 
better performance in optimization problem. In this study, 
we will measure the clustering performance of traditional 
and new generation meta-heuristic optimization algorithms. 
While Harmony Search Optimization Algorithm (HS) [8] is 
selected as traditional optimization algorithm, Gray Wolf 
Optimizer Algorithm (GWO) [9] is selected as new 
generation optimization algorithm. Their clustering success 
is compared to each other and also to K-Means [10] which 
is known as classical clustering algorithm. 

II. RELATED WORKS 

Meta-heuristic optimization algorithms have been 
extensively used in the solution of clustering problems. In 
the literature, meta-heuristic optimization algorithms are 
basically divided into two categories: traditional algorithms 
those are found before 2010; new generation algorithms 
those are found after 2010.  

The well-known traditional optimization algorithms such 
as Genetic Algorithm (GA), Particle Swarm Optimization 
Algorithm (PSO), Ant Colony Optimization (ACO) have 
been used to cluster different dataset in many previous 
researches. Merwe et al. have applied PSO to the clustering 
problems first [11]. In a similar study, Sherar et al. 
combined PSO and K-Means for clustering big datasets that 
they get better results in terms of speed and error rate [12].  
Sibil et al. have exploited GA in the clustering of the 
acoustic emission data and have got better results than K-
means [13]. Nihkam et al. combined PSO, ACO, and K-
means to increase clustering performance. Generally, a 
hybrid clustering algorithm, which combines the powerful 
ways of optimization algorithm are superior to the original 
ones [14]. 

The previous studies indicated that new generation 
optimization algorithms have been showing better clustering 
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performance than traditional ones. Artificial Bee Colony 
Algorithm (ABC) [15], which was proposed by Karaboğa in 
2010, is of the new generation optimization algorithms. 
Karaboğa et al. have also adapted ABC to the clustering 
problems and have got much more successful clustering 
results according to the traditional optimization algorithms 
especially in multivariate data sets [16]. In addition, Ji et al. 
have reported that combining ABC and K-modes algorithm 
will increase the performance of the clustering in categorical 
data [17]. Hatamlou have tried Black Hole Algorithm (BH), 
which was inspired by black holes phenomenon, in the 
clustering [18]. The obtained results indicated that BH was 
superior to K-means, PSO and Gravity Search Algorithm. 
Ozbakır et al. have used Ion Motion Optimization (IMO) 
and Weighted Superposition Attraction (WSA) optimization 
algorithms in clustering and they have remarked the 
performance of algorithms can be increased by applying 
Deb's rule [19]. 

III. METHODOLOGY 

A. Partitional Clustering 

Clustering is a typical unsupervised machine learning 
technique and partitioning process of a datasets, that do not 
have any labels, into dissimilar groups without an identifier 
[20]. Partitional clustering finds out the similarity among the 
dataset with some measures and scatters the objects in the 
datasets to similar groups. While the objects in the same 
group should have similar characteristics as much as 
possible, the objects from different groups should have 
dissimilar characteristics.  

Let 𝑋 =  {𝑥1⃗⃗  ⃗, … , 𝑥𝑗⃗⃗⃗  , … , 𝑥𝑁⃗⃗ ⃗⃗   }  represents a dataset which 

includes N different objects to be clustered. Each object 

𝑥𝑗⃗⃗⃗  =  (𝑥𝑗1, … , 𝑥𝑗𝑑) is 𝑑-dimensional feature vector. The goal 

of partitional clustering is to find K clusters of 𝑋 , where 
 𝐶 =  {𝐶1, … , 𝐶𝐾} (𝐾 ≤ 𝑁), such that: 

 𝐶𝑖  ≠  ∅, 𝑖 = 1,… , 𝐾  : Each cluster must contain at 
least one object. 

 ∪𝑖=1  𝐶𝑖 = 𝑋  :  All objects in the dataset must be 
scattered to a cluster.  

 𝐶𝑖 ∩ 𝐶𝑗 = ∅, 𝑖, 𝑗 = 1,… , 𝐾 𝑎𝑛𝑑 𝑖 ≠ 𝑗 : An object can 

be assigned to only one cluster. 

Different similarity measures, those evaluate the 
similarity of two objects, are used in clustering problems 
[21]. In this study, Euclidean distance [22], which calculates 
the distance between two objects as shown in Eq.1, is used 
as a similarity measure.  

‖𝑋𝑖
⃗⃗  ⃗, 𝑋𝑗

⃗⃗  ⃗‖ =  √∑ (𝑋𝑖,𝑑𝑖𝑚 − 𝑋𝑗,dim)2𝑑
dim=1 

Partitional clustering is an iterative process that aims to 
find optimum clustering scheme by minimizing intra-cluster 
distance and maximizing the inter-cluster distance. 
Throughout the clustering iterations, a data object can be 
assigned to different clusters. In each iteration, the quality of 
clustering scheme is evaluated with a cluster validity index 
named Within Set Sum of Squared Errors (WSSSE) [23]: 

𝑊𝑆𝑆𝑆𝐸 =  ∑ ∑ ‖𝑥𝑖
(𝑗)

− 𝑐𝑗‖
2𝑁𝑗

𝑖=1
𝐾
𝑗=1                               (2) 

where 𝑥𝑖
(𝑗)

 is the 𝑖𝑡ℎ  data object assigned to the 𝑗𝑡ℎ 

cluster and 𝑐𝑗 is the center of the 𝑗𝑡ℎ cluster. 

B. Grey Wolf Optimizer (GWO) 

Gray Wolves are known as extreme predators living-in 
groups. This algorithm is based on the mathematical 
modeling of the social behavior of gray wolves and their 
hunting mechanism [9]. The wolf group, in which there is a 
strict hierarchy, contains different types of wolves called 
alpha, beta, delta and omega. The alpha wolf is the leader of 
group making the decisions. The beta and delta wolves help 
the alpha wolf for directing the group. The omega wolves 
follow the alpha, beta, and delta wolves. The hunting 
models of gray wolves are considered in three main steps: 
social hierarchy, encircling prey and attacking prey. 

1) Social Hierarchy 

In the design of GWO algorithm, the social hierarchy of 
wolves was taken as a model. In this model, the best 
solution, the second best solution, the third best solution and 
the other results are called as alpha (α), beta (β), delta (δ), 
omega (ω), respectively. 

2) Encircling Prey 

At this stage, the mathematical models of gray wolves 
circling their prey are explained. These formulas are: 

�⃗⃗� =  |𝐶 ∗  𝑋𝑝(𝑡)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ −  𝑋(𝑡)

⃗⃗⃗⃗ ⃗⃗  ⃗|

𝑋(𝑡+1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ =  𝑋𝑝(𝑡)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ −  𝐴 ∗  �⃗⃗� 

where 𝑡  is current iteration,  𝐴  and 𝐶  are coefficient 

vectors, 𝑋𝑝
⃗⃗ ⃗⃗   is the position vector of the prey and 𝑋  shows 

the position vector of a grey wolf. 

The vectors 𝐴  and 𝐶  are calculated as follows: 

𝐴 = 2𝑎 ∗  𝑟1⃗⃗⃗  −  𝑎              (5) 

𝐶 = 2 ∗  𝑟2⃗⃗  ⃗                       (6) 

where 𝑎  is a vector linearly reduced from 2 to 0 
throughout the iterations and 𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗  are random vectors in 
[0,1] interval.  

3) Hunting 

Gray wolves hunt by encircling prey. While alpha wolf 
directs the hunting, beta and delta wolves supports alpha 
wolf. To simulate hunting behaviors, GWO finds out the 
best three position vectors in search space and call the best, 
the second best, and third best solution as alpha, beta, and 
delta, respectively. Omega wolves update their positions 
according to these three position vectors. The formulas for 
this situation are given below: 

𝐷𝛼
⃗⃗⃗⃗  ⃗ = |(𝐶1

⃗⃗⃗⃗ ∗ 𝑋𝛼
⃗⃗ ⃗⃗  ) − 𝑋 |

𝐷𝛽
⃗⃗ ⃗⃗  = |(𝐶2

⃗⃗⃗⃗ ∗ 𝑋𝛽
⃗⃗ ⃗⃗  ) −  𝑋 |

𝐷𝛿
⃗⃗ ⃗⃗  = |(𝐶1

⃗⃗⃗⃗ ∗ 𝑋𝛿
⃗⃗ ⃗⃗  ) −  𝑋 |
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𝑋1
⃗⃗⃗⃗ = 𝑋𝛼

⃗⃗ ⃗⃗  − (𝐴 1 ∗ 𝐷𝛼
⃗⃗⃗⃗  ⃗)

𝑋2
⃗⃗⃗⃗ = 𝑋𝛽

⃗⃗ ⃗⃗  − (𝐴 2 ∗ 𝐷𝛽
⃗⃗ ⃗⃗  )

𝑋3
⃗⃗⃗⃗ = 𝑋𝛿

⃗⃗ ⃗⃗  − (𝐴 3 ∗ 𝐷𝛿
⃗⃗ ⃗⃗  )

𝑋 (𝑡+1) =
(�⃗� 1+�⃗� 2+�⃗� 3)

3


The pseudocode of the GWO is presented in Algorithm 1.  

Algorithm 1. Pseudocode of GWO 

INPUT: 
   n: Population size, maxIter : Maximum iteration 
OUTPUT: 
   𝑿𝜶 ∶ Optimal result  

1: Initialize the grey wolf population 𝑿𝒊 (𝒊 = 𝟏, 𝟐,… ,𝒏) 
2: Initialize a, A and C 
3: Calculate the fitness of each wolf 
4: Find best wolf, 𝑿𝜶 
5: Find second best wolf, 𝑿𝜷 

6: Find third best wolf, 𝑿𝜹 
7: while (t < maxIter) 
8:    for each wolf 
9:        Update the position of the current wolf by Eq. 9 
10:  end for 
11:  Update a, A and C 
12:  Calculate the fitness of all wolves 
13:  Update 𝑿𝜶, 𝑿𝜷 𝒂𝒏𝒅 𝑿𝜹 

14:  t = t +1 
15: end while 
16: return 𝑿𝜶 

C. Harmony Search Algorithm (HS) 

HS is inspired by a composer searching for the most 
tuneful harmony [8]. The composer uses past experiences, 
randomly struck a note, and pitch adjustment to find this 
harmony. These three principles are adapted to the solution 
of optimization problems in HS. HS basically starts with 
random generated harmonies called harmonic memory 
(HM), of which usage is controlled by Harmony Memory 
Considering Rate (HMCR) throughout the iterations. Each 
harmony infers a solution to the optimization problem and a 
new harmony is created just once in each iteration of HS. In 
the new harmony composition, bandwidth (BW) and Pitch 
Adjusting Rate (PAR) are used for pitch adjustment. If the 
HMCR value is less than random number generated, a new 
random harmony is created. The pseudocode of HS is given 
in Algorithm 2 [24]. 

D. Adaptations of GWO and HS to Clustering Problem 

In order to adapt GWO to clustering solution, each wolf 
is designed to find optimum cluster centroid, namely, a wolf 
holds the position of cluster centroids (𝐶1, 𝐶2, … , 𝐶𝑘) for 𝑘 
clusters. Similarly, each harmony represents the centroids of 
clusters in HS.  

For instance, Let the number of clusters is three and the 
dimension of dataset is four. The representation of this agent 
is as in Fig. 1: 

 

Fig 1. The representation of cluster centers 

 

 

Algorithm 2. Pseudocode of HS 

INPUT: 
   𝒏 : Harmony Memory size, maxIter: Maximum iteration 
   HMCR: Harmony Memory Considering Rate 
   PAR: Pitch Adjusting Rate, BW : Bandwidth 
OUTPUT: 
   𝑯𝒃𝒆𝒔𝒕 ∶ Best solution 

1: Generate Harmony Memory with random harmonies 
2: while (t < maxIter) 
3:    while (i <= number of dimensions) 
4:       if (rand < HMCR) 
5:          Choose a value from HM for the variable i 
6:          if (rand < PAR) 
7:             Adjust the value by adding BW 
8:        end if 
9:      else 
10:       Choose a random value 
11:    end if 
12:   i = i + 1   
13:  end while 
14:  Accept 𝑯𝒏𝒆𝒘 if better than 𝑯𝒘𝒐𝒓𝒔𝒕 
15:  Find 𝑯𝒃𝒆𝒔𝒕 
15:  t = t + 1 
16:  end while 
17: Find the current best solution, 𝑯𝒃𝒆𝒔𝒕 

GWO and HS iterate to find out the best clustering 
scheme until reaching stopping criteria.  The clustering 
schemes produced by GWO and HS, are evaluated with a 
fitness function which calculates the intra-cluster distance. 
Both algorithms try to find out the intra-cluster distance 
using 𝑊𝑆𝑆𝑆𝐸 function shown in Eq. 2. The pseudocodes of 
GWO-based clustering and HS-based clustering are very 
similar to the original pseudocodes of GWO and HS, 
respectively. The only difference is the fitness function 
which is customized for clustering as shown in Algorithm 3: 

Algorithm 3. Pseudocode of Fitness Funciton  

INPUT: 

   data : 𝒅-dimensional dataset 𝑿 = {𝒙𝟏⃗⃗⃗⃗ ,… , 𝒙𝒋⃗⃗  ⃗, … , 𝒙𝑵⃗⃗ ⃗⃗   } 
   centers: Cluster centers 
OUTPUT: 
   fitness : Fitness value 

1: function fitnessCalculate(data, centers) 
2:    fitness = 0.0  
3:    bestDistance = INF 
4:    for each data 
5:       for center in centers do 
6:          localDistance = calcEuclideanDist(data, center) 
7:          if(bestDistance > localDistance)  
8:             bestDistance = localDistance 
9:          end if 
10:        fitness = fitness + bestDistance 
11:     end for 
12:  end for 
13: return fitness 

IV. EXPERIMENTAL RESULTS  

In this study, we measured to clustering performance of 
GWO, HS, and K-Means on five different classification 
datasets from UCI database [25]. These are Iris, Wine, Glass, 
Cancer, and CMC datasets and their total number of data 
objects, number of clusters, number of features, and cluster 
sizes are given in Table 1. 

The clustering performance tests of each algorithm were 
conducted on same condition and iteration number were set 
to 200 for all algorithm. The parameter settings for each 
algorithm are given in Table 2. 
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TABLE I. GENERAL STRUCTURE OF DATASET 

Dataset 
Dataset 

Size 
Cluster 
number 

Feature 
number 

Cluster sizes 

Iris 150 3 4 50,50, 50 

Wine 178 3 13 59,71, 48 

Glass 214 6 9 70,76,17, 13, 9, 29 

Cancer 683 2 9 444, 239 

CMC 1473 3 9 629, 334, 510 

 

TABLE II. HS AND GWO PARAMETER VALUES 

Algorithm Parameter Value 

HS 

MaxIter(Maximum Iteration) 
𝑛 (Harmony Memory size) 
HMCR (Harmony Memory Considering Rate) 
PAR (Pitch Adjusting Rate) 
BW (Bandwidth) 

200 
20 
0.9 
0.4 
0.2 

GWO 
MaxIter(Maximum Iteration) 
𝑛 (Population size) 

200 
20 

In the experiment test, we run each clustering algorithm 
10 individual times on a laptop, the hardware configuration 
of which is Intel Core i5-8300H and 16 GB DDR4 RAM. 
The coding of each algorithm is done in Java programming 
language.  The results of experimental tests are presented in 
Table 3. Table 3 mutually lists the best, average, worst 
fitness values and standard deviations (Std) of K-Means as a 
classical clustering algorithm, HS as a traditional meta-
heuristic algorithm, and GWO as a new generation meta-
heuristic algorithm. The chosen fitness function, which sums 
up intra-cluster distances as given in Eq. 2, makes the 
clustering a typical minimization problem. 

TABLE III. THE FITNESS VALUES OF CLUSTERING ALGORITHM 

Dataset Criteria K-Means HS GWO 

Iris Best 
Average 
Worst 
Std 

97.32854 
105.7315 
128.4123 
12.3915 

121.9045 
140.2566 
158.2566 
12.0500 

96.7311 
103.9848 
121.4135 
11.1110 

Wine Best 
Average 
Worst 
Std 

16554.5325 
16964.1456 
23856.5638 
1175.4653 

16714.0203 
17408.4856 
18418.9546 
695.8068 

16327.1650 
16360.1532 
16435.5513 
33.4340 

Glass Best 
Average 
Worst 
Std 

336.06051 
354.14692 
378.89953 
14.53379 

386.98261 
429.05975 
474.29752 
29.12444 

332.35125 
370.64721 
419.21072 
26.93642 

Cancer Best 
Average 
Worst 
Std 

2985.86478 
3051.26845 
5156.23685 
320.54362 

3448.33241 
4110.71123 
4459.65454 
292.91613 

2964.57861 
2964.71563 
2964.99254 
0.12475 

CMC Best 
Average 
Worst 
Std 

5553.68543 
5556.42185 
5574.86235 
2.15356 

5970.54420 
6438.71354 
6806.64473 
257.61613 

5641.54187 
5737.45562 
5809.88417 
69.43211 

 
GWO algorithm gave the minimum results at iris, wine, 

and cancer datasets for all criteria. For the iris dataset, GWO 
yielded the best, average, and worst solutions are 96.73118, 
103.98486, and 121.41351, respectively. For wine and 
cancer datasets, GWO gave much better results than other 
algorithm. Even, the worst results of GWO are better than 
the best results of other algorithms. For glass dataset, while 
K-means got the minimum values for average, worst, and 
standard deviation criteria, GWO found the best minimum 
fitness value. For the CMC dataset, K-means the obtained 
the minimum fitness values for all criteria. 

The decreases of fitness functions (WSSSE) of GWO 
and HS throughout the iterations for all datasets are 
presented in Figs. 2-6. As shown in these figures, for all 

datasets, GWO converges to the minimum fitness value 
before HS.  

 

Fig 2. The fitness value-iteration chart of Iris dataset 

 

Fig 3. The fitness value-iteration chart of Wine dataset 

 

Fig 4. The fitness value-iteration chart of Glass dataset 
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Fig 5. The fitness value-iteration chart of Cancer dataset 

 

Fig 6. The fitness value-iteration chart of CMC dataset 

 

TABLE IV. AVERAGE RUN-TIME (SEC) 

Dataset GWO HS 

Iris 0.106 0.011 

Wine 0.497 0.02 

Glass 0.96 0.026 

Cancer 0.233 0.024 

CMC 2.208 0.097 

On the other hand, the average run-times of both 
algorithms for all datasets are measured in the experimental 
test and presented in Table 4. Although GWO produces 
better fitness values than HS, HS seems to reach the 
optimum results in a much shorter time than GWO. Since 
HS operates only one harmony in each iteration, the total 
run-time of HS is much shorter than GWO in all experiment 
test. In contrast, GWO is a population-based algorithm and 
operates 20 different agent wolves in each iteration. They 
also share their information throughout the iterations. If we 
consider the total evaluation numbers of each algorithm, 
GWO operates its agent wolves 200(iteration number)x20 
(agent number)= 4000 times in an run, while HS runs its 
harmony just 200 (iteration number) times. This indicates 

that the time complexity of GWO is much more than HS and 
if the iteration number of HS is increased, HS will perform 
better clustering results.  

V. CONCLUSION 

Clustering problems are considered as an optimization 
problem and many meta-heuristic optimization algorithms 
have been implemented to solve clustering problems. In this 
study, we measured the clustering performance of two meta-
heuristic algorithms: GWO as a new generation 
optimization algorithm and HS as a traditional optimization 
algorithm. The performance tests are done on the five 
common benchmark clustering datasets: iris, wine, glass, 
cancer, and CMC. As a result, while GWO finds out the 
optimum clustering results, the time complexity of HS is 
lower than GWO. In addition, the new-generation 
metaheuristic optimization algorithms can be applied to real 
clustering problem. On the other hand, as a future work, 
new algorithms can be used for the solution of clustering 
problems or some modification can be made on the current 
optimization algorithms to enhance their clustering 
performances.  
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Abstract—Downy mildew is an important disease in 
grapevine, which causes large losses of grape commercial 
production. The aim of this work was to investigate non-invasive 
sensing technologies and artificial intelligence applications for 
assessing downy mildew in grapevine under laboratory and field 
conditions. Machine vision was applied to assess visual 
symptoms while hyperspectral imaging was used to explore its 
potential capability towards an early detection of this disease. 
Image analysis applied to RGB leaf disk images taken under 
laboratory conditions was used to estimate downy mildew 
severity in grapevine (Vitis vinifera L.). Under laboratory 
conditions, a determination coefficient (R2) of 0.76 and a root 
mean square error (RMSE) of 20.53% were observed in the 
correlation between downy mildew severity by computer vision 
and expert’s visual assessment. Furthermore, an accuracy of 
81% was achieved for an early detection of downy mildew using 
hyperspectral images. The classification of images of healthy 
and infected leaves, assessed on RGB images taken under field 
conditions yielded an accuracy of 89% using machine learning 
and deep learning techniques. These results indicated that non-
invasive sensing technologies and computer vision can be 
applied for assessing and quantify visual symptoms of downy 
mildew in grapevine leaves. Severity of this key grapevine 
disease can be evaluated under laboratory conditions, but also 
under field conditions in commercial vineyards. In conclusion, 
computer vision, machine learning, and deep learning could be 
applied for key disease detection in grapevine in data-driven 
viticulture. 

Keywords—hyperspectral imaging, non-invasive phenotyping 
tools, machine learning, deep learning, precision viticulture 

 

I. INTRODUCTION 
Plant diseases, pests and weeds cause large loses of food 

production in agriculture. Traditionally, plant diseases are 
identified by visual observations by the growers in the field or 
biological techniques in the laboratory [1]. Nevertheless, these 
techniques are time-consuming, susceptible to human error 

and/or require qualified personnel [1][2]. Non-invasive 
sensing technologies as RGB (Red, Green and Blue) images, 
thermography, multispectral and hyperspectral imaging have 
been postulated as potential non-invasive technologies for 
detecting plant diseases in agriculture with several advantages 
versus conventional methods [1][2][3], even detecting 
diseases when the symptoms are not visible [4]. Computer 
vision, machine learning, deep learning and artificial 
intelligence technologies can be applied to identify, classify 
and quantify crop diseases in data-driven agriculture 
[5][6][7][8]. 

In the European project NoPest (Novel Pesticides for a 
Sustainable Agriculture), non-destructive proximal sensing 
technologies and artificial intelligence are being developed for 
assessing fungal diseases in key crops as grapevine and potato. 
Downy mildew is a key grapevine disease in world viticulture 
(Fig. 1). Nowadays, the evaluation of this disease has been 
based mostly on visual assessment of leaves in the vineyards 
or histological analyses at the laboratory [9]. Computer vision 
and artificial intelligence could be very useful to recognize 
and quantify some diseases in grapevine [10][11][12].  

The aim of this work was to examine non-invasive 
imaging technologies and artificial intelligence applications 
for assessing downy mildew in grapevine under laboratory 

This work has been developed as part of the project NoPest (Novel 
Pesticides for a Sustainable Agriculture), which received funding from the 
European Union Horizon 2020 FET Open program under Grant agreement 
ID 828940. 

. 

FIGURE 1: DOWNY MILDEW INFECTION IN GRAPEVINE REFLECTING THE 
SYMPTOMS IN LEAVES (LEFT) AND BUNCH (RIGHT). 
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and field conditions in the context of the NoPest project. 
Computer vision was applied to evaluate visual symptoms 
while hyperspectral imaging was used for the early detection 
of downy mildew. 

II. MATERIAL AND METHODS 
This approach could be separated in three main sections 

(Fig. 2): i) image acquisition under laboratory and field 
conditions, ii) image processing using computer vision 
techniques and hyperspectral pre-processing to improve 
image features and highlight downy mildew symptoms and iii) 
machine learning modeling, used for the classification of RGB 
images of healthy and diseased leaves taken under field 
conditions and for the location of leaf spectra and early 
detection of disease using hyperspectral imaging. 

A. Image acquisition under laboratory and field 
conditions 
In laboratory conditions, leaf disks from grapevine (Vitis 

vinifera L., cv. Tempranillo) plants were placed in Petri dishes 
with the abaxial side up.  

Two groups of study were defined: one group was infected 
with the downy mildew agent (Plasmopara viticola) and the 
other group was used as control. Images were taken in the 
laboratory every day until nine days after inoculation using a 
digital RGB camera (Canon EOS 5D, Japan). Additionally, a 
push broom hyperspectral visible (VIS) camera (spectral 
range from 400 to 1000 nm) and the hyperspectral near 
infrared- short wave near infrared (NIR-SWIR) camera 
(spectral range from 1000 to 1700 nm) were used for early 
detection of downy mildew under lab conditions (Fig. 3). For 
validation, the percentage of leaf area showing downy mildew 
sporulation in the leaf disks was visually evaluated by a panel 
of eight experts. 

Under field conditions, images were acquired in a 
commercial vineyard (Vitis vinifera L.) located in the northern 
Spain. Downy mildew symptoms (Fig. 1) were observed in 
leaves in several grapevine plants. RGB images of the 
vineyard canopy were taken manually in the field using a 
digital camera (Canon EOS 5D, Japan). Furthermore, a push 
broom hyperspectral visible camera (Resonon, USA) was 

used for imaging grapevine leaf disks taken under field 
conditions in the vineyard. 

B. Processing of RGB and hyperspectral images 
The RGB images were processed to detect and quantify 

downy mildew symptoms in grapevine leaves. Different 
segmentation algorithms were applied to highlight relevant 
regions of the images.  

Watershed [13] was used to separate the leaf disks in the 
images taken in the laboratory. GrabCut [14] was used to 
discard the pixels not belonging to the focused leaf in the 

FIGURE 2: FLOWCHART OF THE USE OF NON-INVASIVE SENSING TECHNOLOGIES FOR ASSESSING  DOWNY MILDEW IN GRAPEVINE: RGB IMAGES TAKEN 
UNDER FIELD CONDITIONS (GREEN BOXES) WERE USED FOR DISEASE DETECTION, RGB IMAGES TAKEN UNDER LABORATORY CONDITIONS (ORANGE 
BOXES) WERE USED FOR DISEASE SEVERITY ESTIMATION AND HYPERSPECTRAL IMAGES (PURPLE BOXES) WERE APPLIED TOWARDS THE EARLY 
DETECTION OF THE DISEASE.  

FIGURE 3: A PUSH BROOM HYPERSPECTRAL VISIBLE CAMERA (400-1000 
NM) USED FOR EARLY DETECTION OF DOWNY MILDEW IN GRAPEVINE 
UNDER LAB CONDITIONS. 
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images taken under field conditions. Classical pre-processing 
techniques were applied, such as median filter, used to smooth 
the image, and Contrast Limited Adaptive Histogram 
Equalization (CLAHE) [15], used to improve contrast. The 
colour space was transformed to HSV (Hue, Saturation, 
Value) or HLS (Hue, Lightness, Saturation) to bring the 
perception of the colour reflected in the digital image closer to 
the human eye by obtaining separated colour, saturation and 
brightness values from the red, green and blue values of the 
images. Depending on the type of symptoms in the leaves 
captured in the images, different values of the colour space 
were considered, with yellowish and reddish colours standing 
out for symptoms in the adaxial side of the leaf and lower 
saturation values for symptoms in the abaxial side of the leaf. 
These symptoms were highlighted using a binary threshold 
with a specific value and using the Otsu method [16], 
respectively, thus dividing the pixels representing disease 
symptoms in the leaves from those of the rest of the leaf (Fig. 
4). The segmentation of leaf disk images was used to estimate 
downy mildew severity as the percentage of downy mildew 
symptoms that appear in the grapevine leaves. 

On the other hand, hyperspectral images were processed 
(Fig. 5). The values (I) were transformed to reflectance (R) 
with a dark current (DC) and white reference (WR) values 
using the following equation: 

R= I-DC
WR-DC

    (1) 

 

Savitzky-Golay filter [17] was also applied to smooth the 
spectra of each image, with a grade 2 polynomial and a size 
15 window. Finally, a standardization was applied. 

C. Machine and deep learning modelling 
For hyperspectral images, a two-stage machine learning 

analysis was designed for (i) the detection of spectra 
belonging to leaves (segmentation) and (ii) modelling and 
prediction using the leaf spectra as input. The segmentation of 
the leaves was carried out by manually selecting spectra 
belonging to the positive class (leaf spectra) and negative class 
(spectra from the background elements). From these data, a 
binary classifier was trained using Support Vector Machines 
(SVMs) and applied for the automated segmentation of all the 
images.  

The modelling for the pathogen detection was done after 
leaf spectra extraction in the previous step (thus generating the 
samples) and the training of the machine learning models 
using SVMs and Multi-layer Perceptrons (MLPs). Both 
algorithms were validated using a 5-fold cross validation. 

For RGB images taken under field conditions, modelling 
was performed using deep learning techniques. Data 
augmentation was applied to improve the dataset, adding new 
artificial images from original ones. Convolutional Neural 
Networks (CNNs) were used to binary classify leaves with 
downy mildew symptoms and healthy leaves. The CNN 
architecture consisted of a block with convolutional, batch 
normalization and max pooling layers that automatically 
extract features of images and a block with fully connected, 
batch normalization and dropout layers that uses these features 
for image classification. The model was validated with a hold-
out approach. 

D. Implementation 
All the experiments were developed with the Python 3.7.4 

programming language. The RGB and hyperspectral images 
acquired under laboratory conditions were processed using the 
OpenCV 4.2.0.32 and scikit-learn 0.22.2 libraries on an Intel 
Core i7 4770 CPU (16 GB RAM). On the other hand, RGB 
images taken under field conditions were processed with a 
NVIDIA GeForce RTX 2080 Ti GPU (11 GB memory), 
optimizing the execution of the CNN developed with the 
Keras 2.3.1 framework and the Tensorflow 2.1.0 backend. 

(A) 

(B) 

(C) 

FIGURE 4: COMPUTER VISION WAS USED FOR ASSESSING DOWNY 
MILDEW SEVERITY IN GRAPEVINE LEAVES. A) ORIGINAL RGB IMAGE B) 
BACKGROUND REMOVAL AND C) PROCESSED IMAGE WITH DOWNY 
MILDEW SYMPTOMS (IN GREY) IN LEAF DISKS. 
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III. RESULTS AND DISCUSSION 
The method employed using computer vision techniques 

required no training, so its computational cost was low. As 
well as this method, the one used to classify the hyperspectral 
images, despite requiring training of the machine learning 
models, could be executed with a CPU, in less than one hour. 
On the other hand, for the classification of RGB images taken 
in the field, a GPU was used to train the CNN, which took 
several days. This type of neural network has a high 
computational cost in its training, but its prediction is fast, 
classifying more than 100 images in less than a minute. 

Under laboratory conditions, a strong and significant 
relationship (determination coefficient of 0.76** and a root 
mean square error of 20.53%) was observed between downy 
mildew severity measured using computer vision and visual 
assessment by the experts in grapevine leaf disks. 
Additionally, an accuracy of 81% was achieved in the 
classification of hyperspectral images of grapevine leaves 
with and without downy mildew symptoms after a few days 
of the inoculation. Disease severity estimation of downy 
mildew using simple computer vision techniques obtained 
similar results to expert evaluation. This severity estimation 
could consider the expert subjectivity, achieving a greater 
relationship between automatic and manual assessment, using 
fuzzy logic [11]. 

In RGB images taken under field conditions, an accuracy 
of 89% was obtained in the classification of healthy and 
infected grapevine plants.  

Downy mildew detection using machine learning 
techniques achieved high accuracies in RGB images and 
hyperspectral images. These methods could be combined with 
that used to estimate the severity of the disease to obtain a 
localisation and quantification of the symptoms or by applying 
deep learning techniques for image segmentation [7][18]. 

These results indicate that computer vision can be applied 
for assessing and quantify visual symptoms of downy mildew 
in grapevine leaves. Moreover, hyperspectral imaging could 
be applied for early detection of this disease in grapevine. 

Machine learning algorithms can be very useful for downy 
mildew detection in grapevine, while deep learning techniques 
can be applied for modelling crop disease incidence. CNNs 
were applied to classify healthy and downy mildew leaves 
with high accuracy in grapevine. 

Our results indicate that downy mildew can be evaluated 
under laboratory conditions but also under field conditions 
using new sensing technologies and artificial intelligence 
techniques in data-driven agriculture. 

 

IV. CONCLUSIONS 
New sensing technologies and data analysis have shown 

promising results for assessing downy mildew disease in 
grapevine. Computer vision, hyperspectral imaging and 
artificial intelligence can be applied for monitoring downy 
mildew in grapevine. 

This key disease can be evaluated under laboratory and 
field conditions in commercial vineyards. These technologies 
could be also applied in grapevine and in other key 
commercial crops in data-driven agriculture for reducing yield 
losses and environmental impact of pesticides. 

 

REFERENCES 
[1] M. M. Ali, N. A. Bachik, N.  A.  Muhadi, T. N. T. Yusof, and C. Gomes. 

“Non-destructive techniques of detecting plant diseases: A review,” 
Physiological and Molecular Plant Pathology, 108, 101426, 2019. 
https://doi.org/10.1016/j.pmpp.2019.101426  

[2] S. Sankaran, A. Mishra, R. Ehsani, and C. Davis. “A review of 
advanced techniques for detecting plant diseases,” Computers and 
Electronics in Agriculture, 72 (1), 1–13, 2010. 
https://doi.org/10.1016/j.compag.2010.02.007  

[3] E. C. Oerke, K. Herzog, and R. Toepfer. “Hyperspectral phenotyping 
of the reaction of grapevine genotypes to Plasmopara viticola,” Journal 
of Experimental Botany, 67 (18), 5529-5543, 2016. 
https://doi.org/10.1093/jxb/erw318  

[4] Z. Gao, L. R. Khot, R. A. Naidu and Q. Zhang. "Early detection of 
grapevine leafroll disease in a red-berried wine grape cultivar using 
hyperspectral imaging," Computers and Electronics in Agriculture, 
179, 105807, 2020. https://doi.org/10.1016/j.compag.2020.105807 

[5] J. G. A. Barbedo. “Plant disease identification from individual lesions 
and spots using deep learning,” Biosystems Engineering, 180, 96-107, 
2019. https://doi.org/10.1016/j.biosystemseng.2019.02.002  

[6] A. K. Mahlein, M. T. Kuska, S. Thomas, M. Wahabzada, J. Behmann, 
U. Rascher, and K. Kersting. “Quantitative and qualitative phenotyping 
of disease resistance of crops by hyperspectral sensors: seamless 
interlocking of phytopathology, sensors, and machine learning is 
needed!,” Current Opinion in Plant Biology, 50, 156-162, 2019. 
https://doi.org/10.1016/j.pbi.2019.06.007 

[7] J. de Paula Gonçalves, F. de Assis de Carvalho Pinto, D. de Queiroz, 
F. de Melo Villar, J. Barbedo and E. Del Ponte. “Deep learning models 
for semantic segmentation and automatic estimation of severity of 
foliar symptoms caused by diseases or pests,” 2020. 
https://doi.org/10.31219/osf.io/wdb79 

(A) 

(B) 

FIGURE 5: SPECTRA OF NON-INFECTED AND INFECTED GRAPEVINE LEAVES 
WITH DOWNY MILDEW: A) ORIGINAL SPECTRA B) PRE-PROCESSING 
SPECTRA BY TRANSFORMING THEIR VALUES TO REFLECTANCE, APPLYING 
A SAVITZKY-GOLAY FILTERING AND STANDARDIZATION. 

 

71

https://doi.org/10.1016/j.pbi.2019.06.007
https://dx.doi.org/10.31219/osf.io/wdb79


[8] C. H. Bock, J. G. A. Barbedo, E. M. Del Ponte, D. Bohnenkamp and 
A. Mahlein. “From visual estimates to fully automated sensor-based 
measurements of plant disease severity: status and challenges for 
improving accuracy,” Phytopathology Research, 2 (1), 9, 2020. 
https://doi.org/10.1186/s42483-020-00049-8 

[9] S. L. Toffolatti, G. Maddalena, D. Salomoni, D. Maghradze, P. A. 
Bianco, and O. Failla. “Evidence of resistance to the downy mildew 
agent Plasmopara viticola in the Georgian Vitis vinifera germplasm,” 
Vitis - Journal of Grapevine Research, 55 (3), 121-128, 2016. 
https://doi.org/10.5073/vitis.2016.55.121-128  

[10] E. Peressotti, E. Duchêne, D. Merdinoglu and P. Mestre. “A semi-
automatic non-destructive method to quantify grapevine downy 
mildew sporulation,” Journal of Microbiological Methods, 84 (2), 265-
271, 2011. https://doi.org/10.1016/j.mimet.2010.12.009  

[11] R. Nagi and S. S. Tripathy. “Infected Area Segmentation and Severity 
Estimation of Grapevine using fuzzy logic,” Advances in Intelligent 
Systems and Computing, 988, 57-67, 2020. 
https://doi.org/10.1007/978-981-13-8222-2_5  

[12] C. H. Bock, P. E. Parker, A. Z. Cook and T. R. Gottwald. “Visual rating 
and the use of analysis for assessing different symptoms of citrus 
canker on grapefruit leaves,” Plant Disease, 92 (4), 530-541, 2008. 
https://doi.org/10.1094/PDIS-92-4-0530 

[13] L. Vincent and P. Soille. “Watersheds in digital spaces: an efficient 
algorithm based on immersion simulations,” IEEE Transactions on 

Pattern Analysis and Machine Intelligence, 13 (6), 583-598, 1991. 
https://doi.org/10.1109/34.87344  

[14] C. Rother, V. Kolmogorov, and A. Blake. “’GrabCut’: interactive 
foreground extraction using iterated graph cuts,” ACM Transactions on 
Graphics, 23 (3), 309-314, 2004. 
https://doi.org/10.1145/1015706.1015720  

[15] S. M. Pizer, E. P. Amburn, J. D. Austin, R. Cromartie, A. Geselowitz, 
T. Greer, B. H. Romeny, J. B. Zimmerman, and K. Zuiderveld. 
“Adaptive histogram equalization and its variations,” Computer vision, 
graphics, and image processing, 39 (3), 355–368, 1987. 
https://doi.org/10.1016/S0734-189X(87)80186-X  

[16] P. S. Liao, T. S. Chen, and P. C. Chung. “A fast algorithm for multilevel 
thresholding,” Journal of Information Science and Engineering, 17 (5), 
713-727, 2001. https://doi.org/10.6688/JISE.2001.17.5.1  

[17] A. Savitzky and M. J.E. Golay. “Smoothing and differentiation of data 
by simplified least squares procedures,” Analytical Chemistry, 36 (8), 
1627-1639, 1964. https://doi.org/10.1021/ac60214a047 

[18] G. Wang, Y. Sun and J. Wang. “Automatic image-based plant disease 
severity estimation using deep learning,” Computational Intelligece 
and Neuroscience, 2017, 1-8, 2017. 
https://doi.org/10.1155/2017/2917536 

 

 

72

https://doi.org/10.1186/s42483-020-00049-8
https://doi.org/10.1016/j.mimet.2010.12.009
https://doi.org/10.1007/978-981-13-8222-2_5
https://doi.org/10.1094/PDIS-92-4-0530
https://doi.org/10.1021/ac60214a047
https://doi.org/10.1155/2017/2917536


 

Computer vision for assessing downy mildew in 
grapevine leaves under laboratory conditions 

 

 

Ines Hernandez  
Televitis Research Group 

University of La Rioja 
Logroño, Spain 

ines.hernandez@unirioja.es  

Fernando Palacios 
Televitis Research Group 

University of La Rioja 
Logroño, Spain 

fernando.palacios@unirioja.es   

Salvador Gutierrez  
Dep. of Computer Science  

University of Cádiz 
Puerto Real, Cádiz 

salvador.gutierrez@uca.es 

Silvia L Toffolatti 
Department of Agriculture  

University of Milan 
Milan, Italy 

silvia.toffolatti@unimi.it   

Sara Ceballos 
Televitis Research Group 

University of La Rioja 
Logroño, Spain 

sara.ceballos@uca.es  

Giuliana Maddalena 
Department of Agriculture 

University of Milan 
Milan, Italy 

giuliana.maddalena@unimi.it   

Ruben Iñiguez 
Televitis Research Group 

University of La Rioja 
Logroño, Spain 

ruben.iniquez@unirioja.es  

María P. Diago 
Televitis Research Group 

University of La Rioja 
Logroño, Spain 

maria-paz.diago@unirioja.es 

Ignacio Barrio 
Televitis Research Group 

University of La Rioja 
Logroño, Spain 

ignacio.barrio@unirioja.es 

Javier Tardaguila  
Televitis Research Group 

University of La Rioja 
Logroño, Spain  

javier.tardaguila@unirioja.es  

 

Abstract—Downy mildew is a critical disease in grapevine, which 
seriously affects production and grape quality. Usually, the 
detection of this disease is performed by expert’s visual 
assessment of leaves and fruits. The aim of this work was to use 
computer vision techniques to develop a new algorithm for 
automatic detection and quantification of downy mildew 
symptoms in grapevine (Vitis vinifera L.) leaves under 
laboratory conditions. Computer vision techniques were applied 
for leaf disk location in Petri dishes, image pre-processing and 
the segmentation of pre-processed images to separate the pixels 
representing downy mildew infection from the rest. To validate 
the new computer vision algorithm, the downy mildew severity 
was visually evaluated by seven experts and average score was 
used as the reference method. A strong and significant 
correlation (R2=0.83** and RMSE=13.1%) was observed 
between downy mildew severity obtained by the new algorithm 
and the visual assessment values. These results indicate that 
downy mildew severity in grapevine can be automatically 
evaluated by the new algorithm developed using computer 
vision techniques. 

Keywords—digital agriculture, precision viticulture, non-
invasive sensing technologies. plant disease detection and crop 
protection. 

 

I. INTRODUCTION 

Downy mildew is a key disease in world viticulture. 
Nowadays, the evaluation of the grapevine disease is based 
mostly on expert’s visual assessment of the leaves or 
histological analysis at the laboratory [1]. New, non-invasive 
sensing technologies have been used for rapid and accurate 
disease detection in crops [2]. Computer vision can help to 
develop accurate, objective and fast methods for disease 
detection in agriculture using images of the crops [3][4][5]. 
Disease severity assessment in different crops such as coffee 
plants, passion fruit and cucumber can be performed applying 
computer vision techniques to leaf plant images [6]. Plant 
damages due to diseases or nutritional deficiencies were also 
detectable with RGB image analysis and the use of machine 

learning techniques [7]. Moreover, other more complex 
sensing technologies as hyperspectral imaging have been also 
employed for disease detection in plants [8]. Machine learning 
techniques have been also applied for plant disease detection 
and classification [9][10][11]. Fuzzy logic is another 
technique widely applied to reflect the subjectivity of results, 
applied to estimate the severity of diseases in agriculture, 
accompanied by other techniques such as computer vision and 
machine learning [12][13]. 

The aim of this study was to use computer vision techniques 
for assessing downy mildew disease severity (percentage of 
infection) in grapevine leaves. 

 

II. MATERIAL AND METHODS 

To evaluate the severity of downy mildew disease in 
grapevine leaves under laboratory conditions a new algorithm 
has been developed using computer vision techniques. The 
process carried out is summarised in Figure 1.  

A. Plant material and image acquisition 

Grapevine (Vitis vinifera L) leaf disks were placed in Petri 
dishes with the abaxial side up. Sporangial inoculum of the 
downy mildew (Plamopara viticola) was sprayed to leaf disks 
under laboratory conditions. 

Images of Petri dishes containing eight inoculated leaf disks 
were taken with a digital camera (Olympus Stylus V (Olympus 
Imaging Corp. Japan). 16 RGB images of 2272x1704 size 
(2272 pixels wide and 1704 pixels high) were taken under 
laboratory conditions. In total, 128 grapevine leaf disks were 
imaged.  

B. Computer vision algorithm for downy mildew 
assessment 

The new computer vision algorithm for assessing downy 
mildew in grapevine consisted in four main steps: i) Leaf disk 
location on Petri dishes, ii) image pre-processing, iii) 
segmentation of pre-processed images to separate the pixels 
representing downy mildew infection from the rest, and iv) 

This work has been developed as part of the project NoPest (Novel 
Pesticides for a Sustainable Agriculture), which received funding from the 
European Union Horizon 2020 FET Open program under Grant agreement 
ID 828940. 
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estimation of downy mildew severity computed by the 
algorithm. 

Each leaf disk of the Petri dishes was located using Hough’s 
transform [14]. In this way, despite the disks being of different 
sizes, they were retrieved in the image. In addition, to help 
with the location of the disks, the images were smoothed with 
the median filter used in the initial stage of the mean shift 
segmentation [15] to reduce image noise, and finally the RGB 
images were transformed to grayscale. 

Image pre-processing were made following the steps 
summarised in Figure 2. First, the colour space was changed 
from RGB to HLS (Hue, Lightness, Saturation) to separate 
colour, lightness and saturation of each image. As shown in 
Figure 2, the saturation component seemed to highlight the 
pixels that include downy mildew symptoms. Therefore, only 
this component of the HLS colour space was used for the 
downy mildew estimation. Then, a median filter was used in 
the image that represented the saturation component to blur the 
image, accompanied by the opening morphological operation 
with a structuring element of a size of 3x3 pixels, which 
allowed to remove small holes within homogeneous regions 
of pixels. In this way, regions of the leaves with a dotted 
sporulation were unified, making these zones similar to what 
the human eye could see, taking into account that zone as a 
whole rather than each point individually. Finally, Contrast 
Limited Adaptive Histogram Equalization (CLAHE) [16] was 
applied to minimize the histogram contrast of all images, 
preventing some images from having significantly high or low 
lighting. 

Segmentation of image pre-processing was made using a 
threshold that separated the pixels between downy mildew 
symptoms and the rest of the leaf. To obtain this threshold, one 
leaf disk, showing distinguishable downy mildew symptoms, 
was used as a reference. The threshold was obtained 
automatically based on the histogram of the pre-processed 
image of this leaf disk, using the Otsu method [17]. The disk 
chosen has different colours on the leaf, so to obtain a precise 
segmentation the multi-threshold variant of the Otsu method 
was used, which allows several thresholds to be found to 
divide an image. After analysing the thresholds obtained by 
the Otsu method, all images were segmented considering the 
threshold that allowed the downy mildew symptoms to be 
separated from the rest of the leaf. Likewise, a mask was 
created for each image representing downy mildew infection 

with ones and the rest of the image with zeros. In addition, to 
give greater importance to the pixels detected as downy 
mildew infection, the morphological operation of dilation was 
applied, thus joining, and enlarging small areas of pixels 
labelled as symptoms, which in the human eye would be 
detected as single areas, instead of separate areas that would 
result in much less severity. 

Once the disks were located and the mask that divides the 
pixels into infection and the rest of the leaf was obtained, the 
infection severity (PIi,j) was calculated considering in each 
disk the percentage of pixels that represents the infection, 
according to the following equation: 

 

PIi,j=
xi,j 100

Ni,j
   (1) 

 

Where xi,j represents the number of pixels labelled as downy 
mildew symptoms within disk i denoting the sporulation 
within the area assigned by the circle assigned to it within plate 
j, and Ni,j represents the total number of pixels assigned to the 
area of the disk which, depending on the radius (ri,j) obtained 
automatically, follows the equation Ni, j=πri,j

2 . 

C. Visual assessment and algorithm validation 

Downy mildew severity in all leaf disks was visually 
evaluated by seven experts to validate the computer vision 
algorithm. Each person evaluated each leaf disk using 0-100 
scale reflecting the percentage of downy mildew infection. 
Prior to actual evaluation of leaf disks, experts were trained 
with additional leaf disks of variable rate of infection. 

The downy mildew severity values for each leaf disk 
obtained by computer vision algorithm were then compared 
with the expert visual evaluation values (reference method). 
Determination coefficient (R2) and root mean square error 
(RMSE) were computed. 

 

III. RESULTS AND D ISCUSSION 

As shown in Figure 3, applying the multi-threshold variant 
of the Otsu method to the reference disk obtained the grouping 
that can be seen in the segmented image. Therefore, the 
threshold that divided both groups (pixels representing the 

FIGURE 1: FLOWCHART OF THE EVALUATION OF DOWNY MILDEW IN GRAPEVINE LEAVES. 
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symptoms of downy mildew and the rest) was chosen, with the 
value 98, to be used in the rest of the disks. With the 

threshold chosen considering the reference disk, a mask as 
represented in Figure 4 was obtained for each disk of Petri 
dishes. After obtaining a mask for each leaf, the symptoms of 
downy mildew were detected (Fig. 5) and the severity of 
downy mildew was computed.    

A strong and significant correlation (R2=0.83**) was 
observed between downy mildew severity obtained by the new 
algorithm and the expert visual assessment values. The RMSE 
obtained by comparing the results of the algorithm with the 
expert visual assessment was of 13.61%. These results indicate 
a good estimation of the severity of downy mildew in 
grapevine leaves. The algorithm seemed to be sensitive to leaf 
nerves, reflections in water drops or light reflections from the 
leaf itself, being these the main faults found in the algorithm 
when detecting them as symptoms of downy mildew. Despite 
this, most of the disks have obtained an automatic evaluation 
very similar to that provided by the expert panel. This allows 
an automatic and rapid evaluation of downy mildew severity 
in grapevine. 

Other works employ more complex techniques such as the 
use of deep learning [10][11][18], for the detection of diseases 
in agriculture, or the use of fuzzy logic [12][13] to evaluate the 
severity of a disease, approaches that require of computational 
complex pre-processing, training and modelling (in terms of 
time and memory). In this work, simpler computer vision 
techniques were used, removing steps of training and 
modelling, which allow a precise and quick evaluation of 

            (A)                                               (B)                                           (C) 

FIGURE 3: SEGMENTATION OF A GRAPEVINE LEAF DISK. ORIGINAL LEAF 
DISK (A), PRE-PROCESSED IMAGE (GRAYSCALE) USING THE SATURATION 
COMPONENT OF HLS COLOUR SPACE (B), THE SEGMENTATION OBTAINED 
AFTER APPLYING THE OTSU METHOD (C)  

 

           (A)                                             (B)                                             (C) 

FIGURE 4: EXAMPLE OF MASK OBTAINED FROM THE COLOUR 
THRESHOLD OF THE GRAYSCALE IMAGE (A) AND THE DILATION (B) 
APPLIED TO THE MASK (C). 

 

(C) 

(A) 

(B) 

(D) 

FIGURE 2: IMAGE PREPROCESSING STEPS. CHANGE THE COLOUR 
SPACE FROM ORIGINAL RGB IMAGE (A) TO HLS (B), APPLY THE MEDIAN 
FILTER TO SATURATION COMPONENT (C) OF THE HLS COLOUR SPACE 
AND APPLY THE CLAHE EQUALIZATION (D). 
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downy mildew disease in grapevine leaves, providing a 
location and quantification of the disease in 128 leaf disks in 
minutes very similar to the one that could be given by an 
expert after hours. 

In conclusion, these results indicate that downy mildew 
severity in grapevine can be automatically evaluated by the 
new algorithm. Following the example of downy mildew in 
grapevine, it can be suggested that computer vision could be 
used for assessing major diseases in other key crops in 
precision agriculture. 
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FIGURE 5: ORIGINAL RGB IMAGE OF A PETRI DISH WITH EIGHT 
GRAPEVINE LEAF DISKS SHOWING DOWNY SYMPTOMS (A) AND PROCESSED 
IMAGE DISPLAYING DOWNY MILDEW SYMPTOMS (IN RED) LOCATED IN THE 
LEAF DISKS (B). 
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ABSTRACT 

By the spread of the corona virus to the world, all 

countries have started to take some precautions to protect 

them from the virus in the pandemic process. Individuals 

have been warned not to engage in dialogue at less than 2 

meters, not to go out without a mask, and to pay attention 

to their hand hygiene. Among these measures, wearing a 

mask has been shown to significantly reduce virus 

spread. For this reason, it is important to wear a mask 

especially in closed places such as schools, shopping 

malls, and workplaces. In this study, a system based on a 

convolutional neural network has been designed to 

identify people who do not wear a mask by a camera in 

the entrance of places where wearing a mask is 

mandatory. 

KEYWORDS 

YOLO, CNN, mask detection, real-time, corona virus 

1 Introduction 

According to the most recent data published by the WHO 

as of November; 45.942.902 corona virus cases and 

1.192.644 deaths were recorded worldwide [1]. Many 

new scientific studies, especially in the field of health, 

have been carried out regarding the new corona virus 

(COVID-19). These studies generally contain information 

about the definition of the virus, its spread and protection 

routes. The concept of corona virus is derived from the 

Latin word corona, which means crown or wreath. On the 

surface of the virus, which creates an image reminiscent 

of the crown or sun figure, there are viral (spreading 

viruses) pointed peplomers consisting of proteins. Corona 

virus which causes respiratory infections that can be fatal 

in humans is found in mammals and birds. More lethal 

varieties come to the fore as SARS, MERS and COVID-

19. Vaccines or antiviral drugs have not yet been 

developed to prevent or directly treat corona virus 

infections that can be passed from animals to humans [2].  

Since international interaction has played a major role in 

the spread of the virus worldwide, restrictions have been 

imposed on transportation and tourism in all countries. 

Activities such as worship travel, sports activities and 

scientific congresses increase the interaction with the 

interaction of large masses of people. For this reason, 

social activities were suspended in all countries and 

infection control guides were published. Infection 

guidelines basically explain the rules of mask, distance 

and hygiene and provide information to individuals to 

comply with these three rules. With these measures, 

unmasked access to confined spaces is restricted, 

including public transportation vehicles such as shopping 

malls, markets, buses, trains, and aircraft. The countries 

that managed to keep the virus density under control by 

reducing it to a certain number have entered a 

normalization process in order to restart economic, social 

and cultural activities. With the start of these activities, it 

has been made compulsory to wear masks in 

indoor/outdoor areas with high human density. Mask 

control is started at the entrances of areas such as 

shopping malls, markets, public institution buildings, 

schools, conference rooms where there is no natural air 

flow. These checks are usually carried out by people 

assigned at the entrance gates. 

In this study, a real-time mask detection system based on 

artificial convolutional neural networks has been 

designed that can be used at the entrance of areas where 

masking is mandatory. The algorithm can work on an 

embedded hardware to detect a mask with a camera. In 

the system, YOLO [3] real-time object recognition 

algorithm has been trained with a database containing 

images of masked and unmasked individuals, and mask 

detection has been provided. 

2 Related Work 

With the spread of the corona virus, many social 

measures have been taken to prevent the spread of the 

disease. Studies in the field of health and technology to 

ensure that precautions are taken and followed have 

gained speed. During the pandemic, determining whether 

the COVID-19 virus has settled in the lungs of patients 

has been an important pre-diagnostic criterion. For this 

reason, different studies have been carried out using 

artificial intelligence and deep learning methods [4, 5, 

and 6]. Also, because of the great danger of entering 

closed areas without a mask, mask recognition system 

studies have begun to be carried out [7, 8]. In this study, a 

low cost and portable system was designed and 
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implemented on Raspberry pi [9] so that the mask 

recognition system can be integrated into all places. 

3 System Structure and Modules 

The proposed system is designed to run the mask 

detection algorithm on the Raspberry pi. Its purpose is to 

enable the system to be easily integrated into different 

structures. In the system prototype, which is operated on 

the images obtained by using the Raspberry pi camera 

module, it is determined whether or not people wear 

masks with the YOLO algorithm and gives audible 

warning by Google Text to Speech library [10]. Figure 1 

illustrates the block diagram of the system. 

 

Figure 1: Block Diagram of the Proposed System 

3.1. Raspberry Pi and Camera Module 

The designed system has been implemented on Raspberry 

Pi 3 Model B and its prototype was created. Raspberry Pi 

was preferred to make the prototype low cost and 

portable. The Raspberry Pi is a low cost credit card sized 

computer that plugs into a computer monitor or TV and 

uses a standard keyboard and mouse. It is a small device 

that allows people of all ages to explore. It can perform 

everything a desktop computer can do, such as surfing the 

internet, playing high definition video, preparing 

spreadsheets. V2 camera module has been used for the 

prototype which has a Sony IMX219 8 mega pixel sensor 

[9]. 

 

Figure 2: Raspberry Pi 3 Model B and Camera 

Module [9] 

 

3.2. Creating Voice Notifications with 

Google Text to Speech Module 

Google Text-to-Speech (gTTS) is a Speech Synthesis 

technology that allows computers to speak human words 

like humans. Computers can interpret text and produce a 

'human-like' speech voice with the ability to speak to 

users (in different languages) with appropriate intonation. 

The Google Text-to-Speech (gTTS) module is a Python 

library that has been used for interacting with Google's 

Text-to-Speech service and creating an mp3 file in 

Python that can be played on headphones / speakers [10]. 

3.3. Convolutional Neural Network and 

You Only Look Once (YOLO) 

Algorithm 

CNN is a specially developed type of multilayer neural 

networks developed by Yann LeCun in 1988 [11]. 

Besides having different architectures, they have 

advanced propagation algorithm like classical artificial 

neural networks. CNN was developed to recognize visual 

patterns directly from pixel images, keeping the 

preprocessing volume to a minimum. It gives good 

results against sudden changes in patterns and geometric 

transformations. CNN contains feature extraction 

methods that are different from other algorithms, 

including feature replication and summarizing layers. 

CNN basically consists of 4 layers. These layers are; 

convolution layer, activation function layer, pooling layer 

and normalization layers [8]. In addition to these layers, 

layers with different properties are developed, but for the 

multi-classification in the last layer, usually the softmax 

layer is preferred. There are several CNN based 

algorithms such as YOLO (You Only Look Once) [3], R-

CNN (Region Based CNN) [12], Fast R-CNN [13], 

Faster R-CNN [14] which are widely used in the field of 

image processing. YOLO is one of the most popular 

CNN algorithms which can make real-time object 

detection.  

YOLO can detect various objects in different sizes, works 

pretty fast and provides real-time extraction on several 

devices. It takes images as inputs, passes them through 

the neural network, and as outputs the bounding boxes 

and class predictions take the vector. YOLOv3 uses 

DarkNet-53 to feature detection and then make curved 

layers. Darknet-53 [15] is a 53-layer Convolution Neural 

network, trained on ImageNet, and consists of 3 × 3 and 1 

× 1 filters with jump connections, such as the ResNet. 

YOLOv3 estimates bounding boxes using size sets as 

anchor boxes. Anchor boxes predefined different shapes 

and were calculated in the COCO [16] dataset using k-

mean clustering. YOLOv3 uses a total of 9 anchor boxes. 

As an example, if a system wants to detect people, it 

usually looks for vertical rectangular boxes, if calls the 

car, it will probably be a horizontal rectangular box. 
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Figure 3: Working Principle of YOLOv3 [7] 

In this study, the light version of the real-time object 

recognition system YOLOv3-tiny [17] which can be used 

in hardware with less processing capability has been 

used. The implementation of the system will be explained 

in the next section. 

4 Experimental Results 

In the system implementation phase, YOLO model has 

been trained with a ready dataset that consists of different 

size of 690 with mask and 686 without mask individuals’ 

images [18]. Before, starting train the model, images 

have been resized to 224x224 pixels. The dataset has 

been split into 80% training and 20% testing data. 

4.1. Training 

After setting the data set, labeling is made on the data, 

because YOLO labels the bounding boxes of images. The 

BBOX-Label-Tool [19], a tool developed for labeling, is 

used in the data labeling part. First, the images containing 

the object to be detected are collected under a folder. 

Images and Labels files include two folders one of them 

for the train set and the other for the validation set. 

Before starting the training, weights previously trained 

with big data for Darknet-53 are downloaded into the 

darknet folder. The Darknet-53 architecture has been 

shown on Figure 4. 

 

Figure 4: Darknet-53 Architecture [15] 

After downloading the weights, model becomes ready for 

training. The training starts with the required command 

while the terminal is under the darknet directory. Figure 4 

shows the training loss and accuracy graph of the system. 

 
Figure 5: Training Loss and Accuracy Graph 

4.2. Testing 

After the training is over, the last weighting file has been 

taken from the backup and moves it into the cfg file. The 

network is tested by entering the required command with 

images to be in the data set from the terminal screen.  

Figure 4 and 5 shows the results of testing the image 

which have masked individuals. Images with unmasked 

individuals were also tested. Figure 6 shows the image of 

an individual without a mask. Although rarely, the system 

has detected some elements that are similar form of the 

mask but not can be used as a mask. Figure 7 shows 

incorrect mask detection. According to the results 

obtained in the study, the system which was tested on 276 

different images was able to detect a mask in about 7 

seconds by operating on Raspberry Pi with 99.7% 

accuracy. The recall and precision values of the system 

have been calculated as 0.98 and 0.99. 

 
Figure 6: Mask Detection Result 

 
Figure 7: Mask Detection Result 
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Figure 8: Unmasked Detection Result 

 
Figure 9: Incorrect Mask Detection Result 

5 Conclusion 

In this study, a system that automatically detects whether 

individuals are wearing a mask or not has been designed 

and implemented. The developed system will make it 

easier to inspect, especially in closed areas where mask is 

required. Developing the system by training and testing it 

with more images and increasing its usability in every 

field are determined as future studies. 
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Abstract—The amount of grapevine flowers at bloom of a 
vineyard is an early indicator of its final yield at harvest, 
therefore a precise quantification of the number of flowers is 
relevant for assessing vineyard yield months before harvest. Red 
Green Blue (RGB) images were acquired on-the-go under field 
conditions from a set of 48 vines selected at flowering stage.  
Their number of flowers was counted and used as the ground 
truth. A computer vision algorithm was developed to quantify 
the visible flowers on the images and its performance was tested 
with the actual number of flowers. For the algorithm, a deep 
learning semantic segmentation approach was followed. The 
algorithm comprised two main steps: first inflorescences were 
segmented, and then flowers of the segmented inflorescences 
were also individually segmented. A SegNet architecture with a 
VGG19 network as the encoder was used in this work to 
perform both steps. A precision of 0.754, a recall of 0.741, and a 
F1-score of 0.746 were achieved for the individual flower 
detection step, showing the capability of the network to isolate 
and identify each flower in the image. Also, a determination 
coefficient (R2) of 0.87*** was obtained between the number of 
segmented flowers and the actual number of flowers per vine. 
These results show that grapevine flowers can be accurately 
detected and counted in RGB images acquired on-the-go under 
field conditions using deep learning and computer vision. 

Keywords—Precision viticulture, remote sensing technologies, 
semantic segmentation. 

I. INTRODUCTION 
Vineyard yield prediction is essential to achieve the 

desired fruit quantity and quality in wine industry, and to meet 
specific yield regulations of some countries. Conventional 
yield forecasting methods tend to be inefficient and inaccurate 
due to the need of manually collection of data, usually clusters 
from selected vines, which are then weighted towards 
assessing the final yield [1] [2].  

Innovative, non-invasive technologies enable an efficient 
acquisition of large collection of data and precise predictions. 
One of these technologies, widely used in viticulture, is 
computer vision. Several key parameters in viticulture have 
been estimated using computer vision, as vine pruning weight 
[3] or canopy parameters [4]. Yield forecasting is a task that 
has also been previously addressed using computer vision at 
different phenological stages, such as pea-size [5], near 
harvest time [6][7][8] and combining different stages [9]. 

Previous works have addressed yield forecasting considering 
several phenological stages and conditions, but none of them 
considered flower counting of grapevines, which is highly 
correlated to grapevine final yield [10]. Information about the 
number of flowers can lead to an adequate estimation of the 
yield between three to four months before harvest. Some 
works have presented computer vision algorithms to quantify 
or estimate the number of flowers on RGB inflorescence 
images acquired in the field using a dark background to ease 
the image segmentation and processing [11] [12] [13] [14] 
[15] [16]. Other authors have overcome this problem 
presenting algorithms capable of quantifying the number of 
visible flowers on RGB inflorescence images acquired under 
natural conditions, using traditional image analysis methods 
[17] or newer deep learning techniques [18] [19]. 

Previous works in this topic developped image processing 
algorithms to address the problem of flower counting on 
manually acquired images that focused on the inflorescences. 
However, none of them have presented a solution for flower 
counting in images focused on the vines and acquired on-the-
go using a vehicle or mobile platform. It is a highly relevant 
task to perform a rapid grapevine flower counting on a high 
number of vines and to obtain more precise early yield 
forecasts in commercial vineyards. 

The purpose of this work was to develop a computer vision 
method to detect and quantify the number of visible flowers 
on RGB vine images acquired using a mobile sensing platform 
in commercial vineyards in order to provide assistance to 
grapegrowers with relevant information related to the final 
vineyard yield. 

II. MATERIALS AND METHODS 

A. Experimental layout 
A commercial vineyard located in Vergalijo (lat. 

42º27’46.0” N; long. 1º48’13.1” W; Navarra, Spain) was used 
for the experiment. This vineyard was partially defoliated 
prior to image acquisition at flowering stage, removing two 
leaves per shoot. A set of 48 vines from three grapevine (Vitis 
vinifera L.) varieties were selected from the vineyard during 
2018 season. The vines had 2 m of row spacing and 1 m of 
vine spacing within the row, and they were trained onto a 
vertical shoot positioned (VSP) trellis system. 
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B. Image acquisition 
RGB images were acquired on-the-go during May 2018, 

nine days before full flowering, and 109 days before harvest, 
at night-time, using a mobile sensing platform customized at 
the University of La Rioja and used in previous works [4] [20]. 
The night-time acquisition eased the image processing by the 
algorithm and the differentiation of the vine under evaluation 
from the vines of the opposite row. An all-terrain-vehicle 
ATV (Trail Boss 330, Polaris Industries, Minnesota, USA) 
was used as the base for the platform. The ATV moved at 5 
Km/h and incorporated a structure with several elements to 
allow the image acquisition during night time. These elements 
included an artificial lightning system and a camera Canon 
EOS 5D Mark IV RGB camera (Canon Inc. Tokyo, Japan) 
mounting a full-frame CMOS sensor (35 mm and 30.4 MP) 
equipped with a Canon EF 35 mm F/2 IS USM lens. The 
images were acquired at a height of 1 m from the ground and 
at a distance 0.80 m between the camera and the canopy. 

C. Ground truth validation data 
After on-the-go image acquisition, the actual number of 

flowers per vine was computed using an estimator developed 
by Millan et al. [13]. For this purpose, all inflorescences of 
each vine were manually photographed, each inflorescence 
individually, using the camera employed for acquiring on-the-
go images and a black cardboard as background (Fig. 1). The 
algorithm presented by Millan et al. [13] processed the 
inflorescence images, automatically detecting the visible 
flowers in the images, and obtained an estimation of the actual 
number of flowers per inflorescence. The actual number of 
flowers of the inflorescence was estimated using a multilayer 
feed-forward backpropagation neural network that accepted as 
input the number of automatically detected flowers and 
several descriptors extracted from the image. The value of the 
actual number of flowers for a given vine was determined as 
the sum of the estimations obtained for all inflorescences 
belonging to that vine.  

Although the estimator presented by Millan et al. [13] is 
an improvement over a manually flower counting, being more 
efficient and similarly accurate, it was designed to process 
images of single inflorescences with a dark background. 
Therefore, it was not able to work with images acquired 
without background, containing multiple inflorescences, or 
images from whole grapevines. 

D. Algorithm for flower counting on images acquired on-
the-go 
Prior to counting the flowers in the images, each flower 

had to be individually identified in a previous step. To isolate 

each flower, a semantic segmentation approach was followed. 
Starting from a vine image (Fig. 2A), first the inflorescences 
were segmented (Fig. 2B), in order to reduce false positive 
incidence, then each flower of the segmented inflorescences 
was also individually segmented (Fig. 2C). A SegNet 
architecture [20] was employed for the semantic segmentation 
of the inflorescences and the individual flowers, using the 
VGG19 layers as the encoder layers. Due to the small size of 
the flowers in the images, the SegNet was not trained using 
full-resolution images (6720 x 4480) but using image patches. 
Full image processing was achieved employing a sliding 
window approach, where on each iteration an image patch is 
extracted and analysed for segmenting inflorescences. Then, 
the full image is reconstructed with all inflorescences 
segmented and only the patches containing inflorescences are 
reanalysed to segment individual flowers. 

For the inflorescences’ segmentation training, a set of 61 
patches that contained inflorescences, and a set of 126 patches 
containing non-inflorescence objects (a total of 187 image 
patches) were selected, and each pixel of those image patches 
was manually labelled as “background” or “inflorescence”. 
Several data augmentation techniques were applied to the 
image patches (rotations, flipping, blur and histogram 
equalization) until a set of 2440 image patches were obtained, 
of which 1220 contained inflorescences, and 1220 contained 
other elements. This last set was used as the training set.     

For the individual flowers’ segmentation training, a set of 
35 image patches containing flowers was extracted and the 
pixels were manually labelled as “center”, “contour” 
(representing the center and the contour of the flowers, 
respectively) and “background” (representing the rest of the 
image). The final training set, formed by 700 image patches, 
was obtained after applying the same data augmentation 
techniques of the inflorescences’ segmentation training step.  

As aforementioned, full resolution image processing was 
achieved following a sliding window approach. Image patches 
of 480 x 480 pixels were extracted in each iteration and 

 
FIG. 2. IMAGE FLOWERS’ SEGMENTATION STEPS: A) INITIAL GRAPEVINE 
IMAGE, B) SEGMENTATION OF INFLORESCENCES, AND C) 
SEGMENTATION OF FLOWERS. 

 
FIG. 1. GROUND TRUTH IMAGE EXAMPLE. INFLORESCENCE IMAGE 
ACQUIRED MANUALLY USING A BLACK CARDBOARD AS BACKGROUND 
TO BE PROCESSED BY THE ALGORITHM OF MILLAN ET AL. [13]  
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analysed to segment inflorescences. In order to add robustness 
at segmenting inflorescences, especially with those close to 
the edges of the extracted patches, an overlap ratio of 50% 
between each patch and the previous one (vertically and 
horizontally) was considered. After inflorescences’ 
segmentation, the full image was reconstructed using the 
confidence score obtained by SegNet and overlapped regions 
were averaged. The final inflorescences’ segmentation mask 
was obtained by retaining those pixels with a confidence score 
above a threshold. Then, individual flowers were segmented 
and an additional step was performed to remove false 
positives: segmented groups of pixels from class “center” 
whose perimeter was not surrounded by “contour” class pixels 
(at least 50% of the perimeter) were removed. Some wrong 
artefacts produced by the segmentation were observed after 
this process. 

III. RESULTS AND DISCUSSION 
In order to test the accuracy of the algorithm, 12 new, full-

resolution images were processed and the results were 
checked. Two masks for each image were manually labelled, 
one mask contained a pixel-wise labelling of inflorescences 
and the other one included the checked segmented flowers’ 
centers. The results presented in Table I show similar 
performance in terms of precision and recall for the 
inflorescences’ segmentation step, being superior for the 

precision metric. The balance between both metrics is 
highlighted by the F1-Score, which proves that the algorithm 
was able to segment inflorescences accurately. Less 
differences were found between precision and recall for the 
flowers’ detection step, being slightly superior for precision. 

While the results were not as satisfactory in this step, they 
proved to be good enough to consider that the algorithm was 
able to successfully detect and isolate individual flowers 
visible in images. 

Fig. 3 shows that a strong and significant linear correlation 
(R2 of 0.87***) existed between the number of segmented 
flowers and the actual number of flowers per vine. This 
indicates that actual number of flowers in grapevines can be 
assessed using a linear model. The number of flowers per vine 
can be used as indicator of yield forecast in commercial 
vineyards. 

IV. CONCLUSIONS 
The results of this work prove that the new algorithm 

presented was able to segment grapevine flowers individually 
on RGB vine images acquired on-the-go. In addition, the 
number of flowers segmented by the algorithm for a vine was 
significantly and linearly correlated to its actual number of 
flowers. This paves the way to an estimation model for the 
actual number of flowers based on the visible flowers for an 
early yield indicator. 

The algorithm obtained promising results with images 
acquired during night-time, using artificial illumination. 
Future work could address the problem of flower counting in 
images acquired during day-time by adding to the training set 
additional images acquired under daylight illumination. Also, 
several defoliation conditions would be tested to study the 
relationship between the number of detected and the number 
of actual flowers, and to obtain a precise estimation of the 
actual number of flowers under high occlusion conditions of 
the flowers. 
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TABLE I. PERFORMANCE METRICS AVERAGE OF THE INFLORESCENCES’ 
SEGMENTATION AND FLOWER DETECTION STEPS FOR THE IMAGE 
VALIDATION SET   

 

Algorithm step Performance metric 
Precision Recall F1-Score 

Inflorescences’ 
segmentation 

0.976 0.914 0.943 
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         Abstract— Since its emergence in 2019, the coronavirus 

epidemic, which has affected the whole world, especially 

Wuhan, China, continues to spread without being prevented. 

Early diagnosis plays a major role in preventing and reducing 

the coronavirus epidemic day by day. Covid-19 disease diagnosis 

is based on many diagnostic methods such as computed 

tomography, ultrasound imaging, laboratory tests. Artificial 

intelligence appears as a helpful tool for these diagnostic 

methods. Artificial intelligence saves time, cost and labor in 

diagnosis. Today, PCR (Polymerase Chain Reaction) test is 

actively used in the diagnosis of Covid-19In this study, 

biochemistry parameters were used in the diagnosis of Covid-19 

disease and an application was developed to determine the 

priorities of biochemistry parameters in diagnosis. In the study, 

feature selection process was performed with the relieff method 

among all the biochemistry parameters and 6 priority 

parameters were determined. The classification process was 

performed with the priority parameters and 89.3% accuracy, 

93.4% specificity, 85% sensitivity, 92.7% sensitivity and 88.7% 

F1 score values were obtained with support vector machines. As 

a result of the study, it has been observed that the classification 

made with the features selected with the Relieff algorithm is 

more successful than the classification made using all 

biochemistry parameter parameters. It is thought that the work 

carried out will help early diagnosis in the Covid-19 outbreak, 

as well as reduce the workload of healthcare workers and save 

costs with the help of artificial intelligence.  

Keywords— Covid-19, Artificial Intelligence, Feature 

Selection, Medicine 

I. INTRODUCTION  

The coronavirus epidemic, which emerged in Wuhan, 
China in 2019, affected the whole world. The causative 
virus has been named 2019-nCoV (2019-novel 
coronavirus) by WHO, and SARS-CoV-2 (severe acute 
respiratory syndrome coronavirus-2) by the International 
Virus Taxonomy Committee, and the disease caused by the 
virus is COVID-19 (coronavirus disease- 2019) was 
defined as [1]. Basically, the Covid-19 epidemic, which 
caused the pandemic by affecting the world known to be 
transmitted by droplets, continues to be effective by 
bringing severe diseases and deaths. 

Multiple diagnostic methods are used for Covid-19, 
which commonly manifests itself with fever, cough and 
shortness of breath. The diagnosis of Covid-19 is based on 
some auxiliary tests such as the patient's clinical symptoms, 
contact history and determination of viral nucleic acids, 

revealing lung findings with computed tomography, and 
showing seroconversion [2].  

It is known that radiological methods alone are not 
sufficient for the diagnosis of Covid-19, and diagnostic 
laboratory tests also play an important role for the 
diagnosis of Covid-19. 

Artificial intelligence appears as an aid to the analysis 
of laboratory tests for use in diagnosis. Laboratories 
constitute the basis of artificial intelligence applications in 
medicine as the centers where data are created and 
recorded. Artificial intelligence develops methods in the 
field of medicine in order to provide early and accurate 
diagnosis and correct treatment recommendations. Covid-
19 diagnosis, treatment, estimation of mortality rates, 
medicine use, etc. in many areas, artificial intelligence is 
associated with Covid-19. When the literature is examined, 
we come across many studies that associate Covid-19 and 
artificial intelligence. Some of these studies are as follows: 

Fernanda Sumika Hojo Souza et al. Conducted a study 
to predict Covid-19 positive patient outcome through 
machine learning. They included information from 13,690 
patients on cases closed for treatment or death in the study. 
For the best prediction model, they obtained a ROC AUC 
of 0.92, sensitivity of 0.88 and specificity of 0.82 [3]. 

Lin Li et al. performed a machine learning-based study 
to provide automatic and accurate detection of COVID-19 
using chest CT. They included data from 4356 chest CT 
exams taken from a total of 3.322 patients. They developed 
a deep learning model, COVID-19 detection neural 
network (COVNet), to extract visual features from chest 
CT examinations. At the end of the study, they achieved a 
sensitivity of 87%, specificity of 92% and AUC of 95% [4]. 

Felipe Soares developed a machine learning algorithm 
that takes simple blood exams as input and predicts 
whether this suspect case will be positive or negative. The 
study also used public blood data of 81 positive patients 
obtained from the Albert Einstein Hospital in Brazil, which 
was reduced to 599 data and obtained from 5,644 patients. 
At the end of the study, an average specificity of 92.16% 
and an average sensitivity of 63.98% were obtained [5].  

In addition to machine learning-based applications, 
feature selection process appears within the scope of the 
study. Feature selection is basically the process of selecting 
the most meaningful and the most effective features among 
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the parameters. By using the feature selection process, 
higher performance can be achieved with fewer 
parameters. Feature selection process cost, time, etc. it 
allows us to save on many things. The feature selection 
process was included in the study, considering the 
advantages it brings in terms of Covid-19 diagnosis 
(helping early diagnosis, saving cost with less number of 
tests, etc.). 

This study aims to diagnose Covid-19 with machine 
learning algorithms using biochemistry parameters. In 
addition, researches on which of the biochemistry 
parameters affect the classification process more have been 
done by using the Relieff feature selection method. For this 
purpose, the study was organized as follows. While the 
method and data used in the study are mentioned in the 
second section, the application is explained in detail in the 
third section. In section 4, discussion and conclusion are 
included. 

II. MATERİALS AND METHODS 

A. Material 

The data used within the scope of the study were 
obtained from Elazig Fethi Sekin City Hospital. The data 
set consists of a total of 120 patient data, 60 healthy and 60 
diagnosed with Covid-19, with a total of 16 biochemistry 
parameters (CRP, Dimer, Urea, Krea., Prot, Alb, AST, 
ALT, LDH, Tbil, WBC, PLT, Neu, Lymp., Mon, Eos). 
Each of the data has different value ranges, and the value 
range table for the data set is given in Table 1. 

TABLE I.  VALUE RANGE TABLE 

Parameter 
Table Column Head 

Maximum Value Minimum Value 

CRP 289 1 

Dimer 3200 115 

Urea. 95 11 

Krea. 1.66 0.4 

Prot 81 60 

Alb 51 26 

AST 107 13 

ALT 197 9 

LDH 420 143 

Tbil 1.75 20.1 

WBC 20.1 2.7 

PLT 458 42 

Neu 17.68 1.75 

Lymp. 3.92 0.48 

Mon 1.39 0.17 

Eos 1.18 0.01 

 

 

 

 

B. Method 

The study is based on two main approaches. The first 
of these is to classify with machine learning methods using 
biochemistry parameters. Another subject of the study is to 
find out which of the biochemistry parameters is more 
effective for classification using the Relieff algorithm. 
Classification process was carried out on the data 
consisting of 16 parameters belonging to 120 patients, 
using machine learning algorithms (k-nearest neighbor 
algorithm, support vector machines, decision trees). After 
the classification process, the Relieff feature selection 
algorithm was applied on 16 parameters and the most 
important 6 parameters were selected among 16 
parameters. After the parameter selection process, the 
selected parameters were used in machine learning 
algorithms and classified with 6 parameters. Here, by 
reducing the number of features, both cost calculations 
were made and it was investigated which features are more 
effective in diagnosis. The performances of the 
classification algorithms were evaluated and the two 
applications were compared. The process design of the 
study is given in Fig.1. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Process Design 

C. Relieff's Algorithm 

Feature selection (also known as attribute selection or 
variable selection) is the process of selecting the best k 
feature among n attributes in the data set by evaluating the 
features according to the algorithm used [6]. 

The Relieff method proposed by Kira and Rendell finds 
the value of properties by trying to reveal the dependencies 
between them [6]. This method, which is used for binary 
classification problems, reaches the result by weighting the 
closest neighbor samples with a logic similar to the k-
nearest neighbor algorithm. In the first step of the Relieff 
method, the weights of all features are initially set to 0. 
Then, in each step, he selects a random data from the data 
set and finds the closest k (k value is one less than the 
number of classes) data belonging to the same class, then 
the closest data belonging to each different class are found. 
In the next step, the weights for each feature are updated 
using this data. In the last stage, features that do not meet 
the specified condition are removed from the data set and a 
new data set is created and feature selection process is 
performed [7]. The pseudo code of the algorithm is given 
in Algorithm 1. 

 

Data

Feature Selection

• relieff

Classification

• K-Nearest Neighbor

• Support Vector 
Machine

• Decision Trees

Result
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Algorithm.1 Relief Pseudo code 

Inputs, D: Feature data matrix, n:the number of 
repeat, K: the number of the neighbors  

Output, Vector w: Feature attributes ranking 

for j:1 to n 

   Randomly select an instance Rj 

   Find K nearest hits H and nearest misses M 

   for i:1 to all features 

          updating estimation wi by eq.1 

    end 

end 

 

D. Classification 

K-Nearest Neighbor Algorithm (KNN) 

K-nearest neighbor algorithm is a classification method 
in which the class in which the sample data point is located 
and the nearest neighbor are determined according to the 
value of k [8]. KNN is used by making use of data in a 
sample set whose classes are known. The distance of the 
new data that will be included in the sample data set is 
calculated according to the existing data and k number of 
close neighbors are checked [9]. The KNN algorithm is as 
follows [9]: 

• First, the K parameter. K is the number of neighbors 
closest to the given point. 

• Existing distances of new data are calculated 
individually. 

• The distances are listed and the minimum distances are 
the closest neighbors to the hand. 

• Knowledge of which class the closest neighbors can 
take to teach the most frequently recurring classroom. 

• The selected class is considered as the class of new 
data. 

Support Vector Machine (SVM) 

A support vector machine creates an n-dimensional 
hyperplane that optimally divides the data into two 
categories [10]. The support vector machine is based on 
statistical learning theory and structural risk minimization. 
In support vector machine, the aim is to maximize the 
distance between support vectors belonging to different 
classes. Two situations that can be encountered in SVM are 
the situations where the data are linear and not linear. For 
nonlinear data, SVM cannot create a linear hyperplane. 
SVM uses various core functions such as Linear Function, 
Polynomial Function, Sigmoid Function for nonlinear 
cases. An example representation is given in Fig.2 for data 
that can be separated linearly and in Fig.3 for data that 
cannot be separated linearly. 

 

Fig. 2.   Linear Separability [11] 

Decision Trees 

Decision trees are a classification and pattern definition 
algorithm that has been widely used in the literature in 
recent years. The most important reason for the widespread 
use of this method is that the rules used in the creation of 
tree structures are understandable and simple [12]. The 
decision tree consists of knots, branches, and leaves. The 
last part of the tree is called the leaf and the uppermost part 
is called the root.  

The parts remaining between the root and leaves are 
expressed as branches [13]. The steps of the decision tree 
algorithm are as follows; 

• Which Decision the Decision tree will make is 
determined. 

• The entropy value of the system is calculated. 

• The feature to be located in the root determined. For 
the feature determination process, information gain is 
calculated for each  feature and the root node with the 
highest information gain is selected. 

• All of the examples belong to the same class  

• There is no feature left to divide examples , 

• No samples  bearing the value of the remaining 
properties, 

Transactions continue until one of their states occurs. 

III. EXPERIMENTAL RESULTS 

Within the scope of the application, a total of 120 data 
consisting of 16 parameters, including 60 diagnosed with 
Covid-19 and 60 healthy patients, were included in the 
study. First, data was given to the classification algorithms 
and the classification process was performed using 16 
parameters of 120 patients and 5 times cross validation. 
Optimal parameter selection was made for each 
classification method in accordance with the data 
distribution. The k value for the KNN algorithm is set as 1, 
the kernel scale parameter for the SVM algorithm is 4, and 
the maximum number of divisions for the decision trees is 
10. The accuracy, sensitivity, specificity, sensitivity and F1 
score values of the classification process performed with 
16 parameters are given in Table 2. 

 

 

 

Fig. 3. Linear Non-Separation Condition [11] 
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TABLE II.  RESULTS OF THE CLASSIFICATION OPERATION     

PERFORMED USING 16 PARAMETERS 

Parameters 
Classification 

% KNN % SVM % Decision Trees 

Accuracy 85.1 88.4 81 

Specificity 86.8 91.8 83.6 

Sensitivity 83.3 85 78.3 

Precision 86.2 91.07 82.4 

F1 Score 84.7 87.9 80.3 

 

When Table 2 was examined, it was observed that the 
highest accuracy rate was reached by using the SVM 
algorithm with a value of 88.4% as a result of the 
classification process performed with 16 parameters. While 
the SVM algorithm was followed by the KNN algorithm 
with 85.1% accuracy, the decision trees took the last 
placein performance evaluation with 81% accuracy.  

After the classification process was carried out, the 
feature selection process was carried out with the relieff 
method. As a result of the process, a total of 6 features 
among 16 features that have the most impact on the result 
were selected. These properties were determined as MON, 
WBC, NEU, LYMPHOCITE, ALB and PLT parameters, 
respectively. Data on parameter weights, which will enable 
us to better understand the importance levels of the selected 
features, are given in Fig. 4. 

 

Fig. 4. Parameter Weights 

After the feature selection process, the selected features 
were given to the classification algorithms and the 
classification process was performed again and a more 
successful result was obtained from the classification 
process performed for 16 parameters. Accuracy, 
sensitivity, specificity, sensitivity and F1 score values of 
the classification process performed with 6 parameters are 
given in Table 3. 

TABLE III.  RESULTS OF THE CLASSIFICATION OPERATION     

PERFORMED USING 6 PARAMETERS 

Parameters 
Classification 

% KNN % SVM % Decision Trees 

Accuracy 84.3 89.3 81.8 

Specificity 86.9 93.4 81.9 

Sensitivity 81.6 85 81.6 

Precision 85.9 92.7 81.6 

F1 Score 83.7 88.7 81.6 

        In the application carried out, as a result of the 
classification process using all parameters, the highest 
accuracy rate was obtained with support vector machines 
as 88.4%. As a result of the classification process 
performed with 6 parameters, it was observed that the 
target was achieved by achieving an accuracy rate of 89.3% 
with support vector machines. 

IV. CONCLUSION 

In this study, a cost-effective and fast approach using 
biochemistry parameters is proposed to help the diagnosis 
of Covid-19 disease that causes pandemics worldwide. 
However, the dominance of each biochemistry parameter 
on diagnosis was also investigated in the study.  

As a result of the study, it was concluded that the 
application performed with the selected parameters can be 
a diagnostic system with lower cost than the methods used 
in the literature. The study is expected to support the 
physician, to be used for educational purposes in clinical 
studies and to shed light on future studies.  
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Data Science Concept, Scope and Technological 

Development: A Review 

 

 

 

 

Abstract— While data science was used in the fields of 

machine learning, computer science and data processing, which 

were previously related to the data field of data science, with the 

developing computer technologies, data science has been used in 

many different fields, especially in science, education, health, 

commerce, logistics, media and finance. In this study, the 

changes in the relationship between the concepts of "Data 

Science" and "Machine Learning" over the years were 

discussed by scanning the keywords of the articles on the web of 

science platform between 1994-2020. While the rate of 

publications in which data science and machine learning 

concepts are handled together was 30% in 1997, this rate 

decreased to 5% in 2020. Although the publications related to 

data science and machine learning have increased over the 

years, the reason for the decrease in this rate is the rapid 

increase in the use of data science with other disciplines. 

Keywords—data science, machine learning, big data, NoSQL, 

pyhton 

I. INTRODUCTION 

Data science is an interdisciplinary concept, and it is 
considered together with different disciplines especially in 
parallel with the development of computer technologies. One 
of the basic dynamics affecting the progress of computer 
technologies is the development of communication 
technologies. IPv6, which was proposed in 1996 and started 
to be used gradually in the following years, has an important 
place in computer communication. Before the transition to 
IPv6, around 4 billion computers could connect to the internet 
at the same time [1]. With IPv6, an almost unlimited number 
of machines have been enabled to connect to the internet and 
many new concepts have emerged. Some of these new 
concepts are big data, smartphone technologies, internet of 
things (IoT) and social networks. These concepts/ 
technologies contain sub-technologies within themselves. 
While the transition to IPv6 has enabled the emergence of 
these sub technologies, it has also empowered the web 
technologies which these technologies are associated with [2].  

Web technologies support interactive and two-way 
communication, especially with the use of databases, and web 
2.0 is the name given to this technology. Web 3.0 is a 
technology based on the principle that artificial intelligence 
supported technologies work in browsers and is called the 
semantic web. Another concept that emerges with the 
developing information technologies is big data [3]. 

 

 

 

 

 

II. BIG DATA AND DATABASES 

Big data is a concept that defines heterogeneous digital 
data in different volumes and variety, which is difficult to 
exploit using traditional methods and technologies due to its 
characteristic features [4]. These data are obtained from digital 
media such as audio and video recordings, e-mail and other 
communication platforms, search queries, social networks, 
scientific data, sensors, mobile phone applications [5]. Big 
data analytics is the process of revealing useful information by 
processing data in different formats from many sources with 
various methods. There are many data analytics methods in 
the literature [6]. The main ones are shown in Table 1. 

TABLE I.  DATA ANALYTICS METHODS 

Problem Method 

Clustering 
BIRCH, RKM, TKM, DBSCAN, Incremental 
DBSCAN 

Classification 
SLIQ, FastNN, SFFS, TLAESA, GPU‑based 
SVM 

Association Rules CLOSET, FP‑tree, CHARM, MAFIA, FAST 

Sequential Patterns SPADE, CloSpan, PrefixSpan, SPAM, ISE 

 

 The basic algorithmic code structure of an example data 
analytics method is shown in Fig. 1. 

 

Fig.1 Sample data analytics algorithm 

As seen in Fig.1., most data analytics methods include 
initialization, data input and output, scanning, rule 
construction, and rule update operators. 

With the rapid development in computer technologies, the 
number of data sources is also increasing. While some of these 
data sources emerge as a new data source, some of them 
emerge with the transfer of existing data to the digital 
environment thanks to developing information technologies 
[7]. The fields and sample applications where data science and 
big data are combined are shown in Table 2. 
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TABLE II.  RESEARCH AREA AND SAMPLE APPLICATIONS  

Research Area Sample Application 

Medicine  Disease prediction from healthcare communities [8] 

Biology Prediction of plant biology process [9] 

Astronomy Data analysis in astronomy [10] 

Telecom. Churn prediction in telecommunication [11] 

Production Estimating production data [12] 

Investment Applying ANN to investment analysis [13] 

Marketing A model for marketing research [14] 

Banking Use of data mining in banking [15] 

Insurance Insurance big data analysis [16] 

Media Systems and methods for social media data mining [17] 

Energy  Energy and environmental analysis [18] 

Security Information security analysis system [19] 

Law Crime data mining [20] 

Tourism Data mining in tourism data analysis [21] 

Goverment Government data analysis and public benefit [22] 

 

As seen in Table 2, areas that enlarge big data by creating 
new data or digitizing existing data are generally institutions 
and organizations that provide services in the fields of 
transportation, logistics, retail, public services, 
telecommunications, healthcare, media, life sciences, video 
surveillance, banking, communication, media, entertainment, 
health services, education, manufacturing, government 
services, insurance, retailing, transportation and energy 
sectors [23][24]. 

While 10% increase in the rate of data use in organizations 
increases company productivity between 17% and 49%, it has 
been observed that the successful inclusion and use of big data 
in data science processes in companies increases the 
investment return by 241% [25]. 

Databases created with new designs are needed for the 
storage, processing and management of big data that emerges 
with the complexity of computer networks and the rapid 
development in communication technologies. New database 
designs have emerged instead of relational databases in this 
data environment where the need for performance and 
flexibility is increasing. The name of this new architecture is 
called Not-Only SQL (NoSQL). NoSQL, non-relational 
databases, have been developed to meet the needs of big data 
[26]. Table 3 includes some of the most used NoSQL 
databases. 

TABLE III.  NOSQL DATABASES  

Key-value pair 
based 

Column-
oriented graph 

Graphs based 
Document-

oriented 

Aerospike, 
Apache 
Cassandra, 
Amazon 
Dynamo DB, 
Berkeley DB, 
Couchbase, 
Memcached, 
Riak,  
Redis 

MariaDB, 
CreateDB, 
ClickHouse, 
GreenPlum, 
Apache Hbase, 
Apache Kudu, 
Apache 
Parquet, 
Hypertable, 
MonetDB 

Neo4j, 
ArangoDB, 
OrientDB, 
Amazon 
Neptune, 
FlockDB, 
DataStax, 
Cassandra, 
Titan, Cayley, 
Azure Cosmos  

MarkLogic, 
InterSystems 
Cache, 
MongoDB, 
OrientDB, 
Apache 
CouchDB, 
IBM Cloudant, 
CrateDB, 
Azure 

 As seen in Table 3, NoSQL databases categorised into four 
types: key-value pair based, column-oriented graph, graphs 
based and document-oriented databases [27]. 

III. DATA SCIENCE AND RELATED FIELDS 

Data science has emerged with the extensive use of 
computer technologies in various disciplines. The use of IT in 
different disciplines has also led to the development of new 
data types [28]. Different data types trigger the development 
of programming languages to be able to interpret these data 
types. Data science can be defined as a data-oriented approach 
with the emergence of these new data types. Approaches 
based on data and extracting meaningful information from 
data are considered within the scope of data science [29].  

The data-oriented approach should provide full control 
over the data received as input to computer systems. In this 
context, it is not possible to get data by means of a variable 
declaration, as in compiler programming languages, while 
reading data. Today, due to the heterogeneous form of big data 
and its extremely fast flow, programming languages that 
enable fast analysis of data and provide full control over the 
data are preferred. In this context, Python is one of the 
prominent programming languages [30].  

 Since its emergence, Python has been a language that has 
been accepted worldwide and developed applications in many 
areas. The fact that Python is used by leading organizations in 
the field of trade, education and health, as well as academic 
and scientific studies, shows Python's popularity as a 
programming language [31]. Thanks to its modular structure, 
Python can quickly adapt to changing computer technologies 
and can be supported with new packages. The most used 
Pyhton libraries (packages) are NumPy, Pandas, Matplotlib, 
Ipython, SciPy, Scikit-Learn, Keras, TensorFlow, Theano, 
Scrapy, Statsmodels, NLTK, Gensim, Plotly, Cufflinks, 
Searborn and Bokeh [32]. 

 There are many tools and applications used in data science 
besides Python libraries, some of the most popular are 
Xplenty, RapidMiner, Orange, Weka, KNIME, Sisense, 
SSDT (SQL Server Data Tools), Apache Mahout, Oracle Data 
Mining, Rattle, DataMelt, IBM Cognos, IBM SPSS Modeler, 
SAS Data Mining, Teradata, Board, Dundas BI, Intetsoft, 
KEEL, R Data mining, H2O, Qlik Sense, Birst, ELKI, SPMF, 
GraphLab, Mallet, Alteryx and Mlpy [33]. 

 When the data science approach is considered separately 
as data and science, the data part is more related to computer 
technologies. Fig.2 shows the fields related to data science. 
Computer science is a discipline that covers the methods and 
procedures required to solve a problem with the help of 
computer hardware and software. Mathematics is a branch of 
science that studies the structures, properties and connections 
between numbers and quantities with the help of arithmetic, 
algebra, geometry and calculations. Domain expertise is a 
discipline that includes in-depth knowledge of a specific field, 
process, project or program. Statistics is the science that 
analyzes probability, correlation, or trends in data and often 
works on big data. Data processing is a discipline that covers 
the processes of designing and applying computer programs 
to make data meaningful [34]. 
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Fig.2. Basic disciplines within data science 

 As seen in Fig.2, basic disciplines within data science 
consists of mathematics, statistical analysis and domain 
expertise. Domain expertise is related to the disciplines in 
which the data science approach is applied. Mathematical 
expression of the problem and development of problem-
specific mathematical models, which are indispensable for the 
scientific approach, fall within the scope of data science. 
Statistical studies and analysis include summarizing data and 
analyzing them with statistical methods. Within the scope of 
data science, the data field consists of sub-fields that develop 
depending on the development of computer technologies. 
These are computer science, data processing, and machine 
learning. Computer science and data processing are 
developing in parallel with the development of hardware, 
communication and software technologies in computer 
technologies. This is a historical development that started with 
the history of computing and continues until the development 
of today's computer systems. 

IV. MACHINE LEARNING 

 As seen in Fig.3, machine learning is a sub-field of 
artificial intelligence and refers to a concept that includes both 
data and science fields in data science. Machine learning 
techniques consist of supervised and unsupervised learning 
methods. Supervised learning is a machine learning method 
that aims to create a function that includes this data and its 
results using previously observed and labeled data. 
Unsupervised learning is the process of finding the hidden 
structure in untagged data. That is, it is the process of 
revealing the existing but invisible relation between the data 
[35]. Classical machine learning methods are basically 
divided into two as supervised and unsupervised methods. 
Table 4 shows some of the machine learning methods. 

TABLE IV.  MACHINE LEARNING METHODS 

Machine Learning 

Supervised  Unsupervised 

Classification Regression Clustering 

Support Vector 
Machines 

Linear Regression 
K-Means, K-Medoids, 

Fuzzy C-Means 

Discriminant Analysis SVR, GPR Hierarchical 

Naive Bayes 
Ensemble 
Methods 

Gaussian Mixture 

K-Nearest Neighbor Decision Trees Neural Networks 

Neural Networks Neural Networks Hidden Markov Model 

 One of the popular sub-field of machine learning is deep 
learning.  Deep learning realizes learning from large data sets 
with layered architecture. Deep learning provides high power 
and flexibility thanks to the ability to process many properties 
on data [36]. In deep learning, data is passed through several 
layers. Each layer gradually processes the properties and 
transfers them to the next layer. Some of the most useful deep 
learning methods are Back Propagation, Stochastic Gradient 
Descent, Learning Rate Decay, Dropout, Max-Pooling, Batch 
Normalization, Skip-gram and Transfer Learning [37].  

 

 

Fig.3. Artificial intelligence, machine learning and deep learning 

 Deep learning frameworks enable modeling of deep neural 
networks thanks to their high level programming interfaces. 
Commonly used deep learning methods are TensorFlow, 
Keras, PyTorch, Caffe, Neon, Torch, Theano, Deeplearning4j, 
PaddlePaddle, Chainer and MXNet [38]. 

 Since machine learning is related to mathematics, it can be 
defined in the field of data in data science, as it is used in 
various disciplines thanks to computer technologies. In this 
study, taking into account that data science approach has been 
adopted intensively by today's researchers, its relationship 
with machine learning, which includes both data and science 
sub-fields, is analyzed. Since machine learning is related to 
mathematics, it can be defined in the field of science in data 
science, and thanks to computer technologies, it can be 
defined in the data field as it is used in various disciplines In 
this study, taking into account that data science approach has 
been adopted intensively by today's researchers, its 
relationship with machine learning, which includes both data 
and science sub-fields, is analyzed.  

V. METHODOLOGICAL APPROACH 

In this study, a systematic literature review has been made 
using the PRISMA approach for article selection [39]. The 
keyword string has been searched on the Web of Science 
platform. The search terms are structured as "Data Science" 
And "Machine Learning". The search operation was carried 
out only in the article title parts and articles between 1994-
2020 have taken into consideration. From the results obtained 
as a result of the screening, only research articles and reviews 
are separated for evaluation. Conference papers were not 
evaluated in this study. In Fig.4, the distribution of 
publications by years is given with the keyword Data Science. 

 

91



 

Fig.4. Change of publications of the "Data Science" approach by years 

In Fig.4, it is seen that publications related to the concept 
of data science have increased especially during the period 
from 2015 to the present day. Fig.5 shows the distribution of 
the publications related to the machine learning concept by 
years. 

 

 

Fig. 5. Change of publications of the "Machine Learning" approach by 
years 

 As seen in Fig.5, the publications related to the concept of 
machine learning have been continuously increasing since 
2015, similar to the graph in Fig.4.   

 Fig.6 shows the rate of data science concept among the 
publications related to machine learning. 

 

 

Fig.6. Place of data science articles in machine learning publications by 
years 

 As shown in Fig.6, the rate of data science concept among 
the publications related to machine learning was 30% in 1997, 
but this rate decreased to 5% in 2020. This expression can also 
be interpreted the other way around. In other words, the rate 
of Machine Learning concept among the publications related 
to the concept of data science was 30% in 1997, while this rate 
decreased to 5% in 2020. The assumptions about the cause of 
this change are also the subject of research of this review. This 
change can be explained by the emergence of data science, 
which is an interdisciplinary concept, in parallel with the 
development of computer technologies of the disciplines in 
which it is adopted as an approach. In addition to physics, 
chemistry and biology, which are basic sciences also 
education, ecology, industry, finance, materials science, 
meteorology and health are among the disciplines that data 
science has adopted as an approach. The intensive use of 
computer technologies in these different disciplines causes 
these disciplines to be divided into sub-disciplines and more 
research is done in these areas. 

VI. CONCLUSION 

 Data science was previously used and associated with 
machine learning, computer science and data processing 
fields, which were mostly related to data science. With the 
rapid development of computer technologies, the increase in 
the data obtained from data sources and the emergence of new 
data sources has increased the use of data science with 
different disciplines. Areas that reveal big data are generally 
institutions and organizations serving in the fields of 
transportation, logistics, retail, public services, 
telecommunication, health, education, finance and media. 

In the study, it is seen that from 1997 to 2020, studies on 
both data science and machine learning have increased 
rapidly. Despite this, it is seen that the publications that 
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include the concepts of data science and machine learning 
together have decreased from 30% in 1997 to 5% in 2020. 

 It is revealed that the decline in publications where data 
science and machine learning are handled together is due to 
the rapid increase in the use of large data obtained from many 
different disciplines and fields in data science studies in recent 
years, thanks to the developments in computer technologies. 

 With the developments in communication technologies, it 
is seen that bigger increases will occur in big data and 
companies that use big data with the help of data science will 
gain competitive advantage in their business and future 
planning thanks to data-based decision-making mechanisms. 
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Abstract— Partial shading conditions are one of the most 

important problems of photovoltaic systems today. It not only 

reduces efficiency, but also damages photovoltaic panels. 

Various methods have been proposed in the literature to solve 

this problem. Line power synchronization with the switching 

matrix is particularly effective. However, the panels are 

difficult and expensive to apply in terms of both connection 

and control. In this study, modified Perturb and Observe 

(P&O) and Particle Swarm Optimization (PSO) algorithms 

were developed with additional algorithms and compared with 

each other to increase Maximum Power Point Tracker (MPPT) 

efficiency in a less complicated and cheaper way in the case of 

partial shadowing. In the developed P&O algorithm, the 

scanning frequency providing the maximum power for the 

solar radiation values coming to the photovoltaic panel was 

determined. For the PSO algorithm, two development methods 

have been applied. In the first method, corrections are made by 

taking the average of the errors that occur in Duty Cycle. In 

the second method, curve fitting was developed from the power 

differences of panels connected in series and Duty Cycle 

differences. From the results obtained, step response analysis, 

it was seen that the modified PSO algorithm significantly 

increases the MPPT process. 

Keywords— Photovoltaic System, MPPT, P&O Algorithm, 

PSO Algorithm, Partial Shading Condition. 

I. INTRODUCTION  

In the recent years, energy production from clean, 
renewable, efficient and environmentally friendly sources 
has become one of the important research areas. Both the 
carbon emission caused by fossil resources and the 
decreasing of these resources increase the need for renewable 
energy day by day. Solar energy, one of the renewable 
energy sources, finds more application areas due to its easier 
and cheaper availability. The efficiency of the power of the 
photovoltaic panel obtained from solar energy is important. 
Problems such as solar radiation change of solar energy, 
temperature change, partial shade on the photovoltaic panel, 
clouding situation, sudden change of solar radiation on the 
panel, events occurring in the atmosphere, humidity, reduce 
the efficiency of the photovoltaic panel. Traditional 
algorithms, smart algorithms and heuristic algorithms have 
been proposed to solve these problems. Traditional methods 
are generally techniques such as Perturb & Observe (P&O), 
incremental conductance (INC), open circuit voltage 
technique, short circuit current technique. Intelligent 
algorithms are methods such as fuzzy logic, artificial neural 
network, and genetic algorithm. Heuristic algorithms are 

methods that mimic events occurring in nature such as 
particle swarm optimization, cuckoo algorithm, artificial bee 
colony algorithm, firefly algorithm, flower pollination and 
mixed frog splash algorithm. Classical algorithms show good 
results in terms of efficiency under constant sunlight 
conditions in maximum power tracking. However, under 
partial shading conditions, problems such as the formation of 
more than one peak of the P&O algorithm and the jamming 
of the algorithm at local maximum points were observed [1]. 
On the other hand, it was observed that the PSO method 
reached a global maximum with low fluctuations and gave 
good results against the same problems [2]. In the literature, 
comparison of PSO method with methods such as P&O [3], 
incremental conductance [4], hill climbing and Fibonacci 
search [5], fuzzy logic [6], cuckoo algorithm [7] has been 
made. In addition, the cuckoo and PSO methods were 
compared with P&O [8], and in a later study, the classical 
P&O method was developed and compared with the cuckoo 
and PSO methods [9]. In addition, hybrid studies have been 
performed by combining PSO method with other methods. 
The PSO method was compared to standard PSO using 
natural selection [10], VPSO-LF based on Levy flight speed 
[11], voltage window search and P&O [12]. In this study, 
classical P&O and heuristic PSO algorithms were used in 
Maximum Power Point Tracking (MPPT) design in order to 
increase efficiency in the case of partial shading in an 83 W 
solar energy system, and then software improvements were 
made in the algorithms. For the case of shading conditions, 
their performances were reviewed were presented. 

In Section II, problems are mentioned for partial shading. 
In Section III, the developed P&O algorithm is discussed. In 
Section IV, the contents of the PSO and two different 
development methods are given. In Section V, the study for 
two different cases under partial shading conditions is 
mentioned. In Section VI, the result is given and discussed. 

II. PARTIAL SHADING PROBLEM 

Photovoltaic panels are connected in series or in parallel 

to obtain the desired voltage and power. Shading occurs on 

some panels due to events occurring in the atmosphere or 

the presence of an object between the panel and the sun. In 

this case, while the solar radiation value on one panel is 800 

W/m
2
, the solar radiation value on another panel can be 200 

W/m
2
. As a result, the panel, which starts to act as a load, 

can overheat and deform. The shading condition that occurs 

in the panels or the difference in the value of solar radiation 

in each panel is called partial shading.  
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Fig. 1. Power-Voltage Curve (Left), Current-Voltage Curve (Right).

The increase in the level of the peaks increases with the 
variability of sunlight. While the peak value with the highest 
power value from more than one curve in the power curve at 
the output of the panel is the global peak value, the other 
peaks are called the local peak value as presented in Fig.1. 

While all algorithms can work with high efficiency under 
fixed solar radiation values, algorithms operating under 
partial shading conditions are smarter and must distinguish 
these peaks. Therefore, it has been observed that classical 
algorithms do not give very successful results under these 
irradiation conditions. In this study, both the classical P&O 
algorithm and the PSO algorithm were software modified 
and developed according to the PV-system presented in 
Fig.2. 

 

Fig. 2. Improved MPPT with P&O and PSO. 

III. IMPROVED P&O ALGORITHM 

The P&O algorithm is one of the most used methods in 
the literature because it is easy to apply. In this algorithm, by 
looking at the output power of the photovoltaic panel, the 
Duty Cycle value is changed and the value of the power is 
changed. In classical P&O algorithms, Duty Cycle change is 
increased or decreased with a fixed DPWM value. 

However, in this method, the efficiency of the system 
changes according to the solar radiation coming to the solar 
panel. For example, a set DPWM value can do 1000 W/m2 
MPPT, but 500 W/m2 MPPT cannot. To solve this problem, 
the algorithm has been modified according to the flow 
diagram in Fig.3. 

 

Fig. 3. Improved P&O Algorithm Flow Diagram. 

IV. IMPROVING PSO ALGORITHM 

Particle swarm optimization is a heuristic optimization 

algorithm commonly used in MPPT applications. Details of 

the algorithm can be viewed [13]. In this study, the PSO 

algorithm was run according to the parameters in Table.1. It 

was observed that the results obtained with the standard PSO 

algorithm were insufficient in the case of partial shadowing 

and the following modifications were made. 

TABLE I.  PSO PARAMETERS. 

Parameters Values 

x_min 0.1 

x_max 0.69 

C1 1.2 

C2 1.6 

w_min 0.1 

w_max 1.8 

 

A. Modification - 1 

In the PSO algorithm, it has been observed that there is a 
different amount of deviation from the maximum power 
value for each partial shading situation with the normal 
algorithm. In order to make a common correction, in the 
intuitive PSO method, the average value of the Duty Cycles 
obtained in each case with the Duty Cycle, where the 
theoretical maximum power is reached, is calculated as 
follows. Later, this value was used as the correction value 
according to the algorithm in Fig.4. 

 

Fig. 4. Flowchart of the first modification for PSO Algorithm. 

B. Modification – 2 

In a 4x4 solar panel, if all panels come with the same 
irradiance value, the power values of the panels in series will 
be the same, but if the same irradiance value is not present, 
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the power value of each of the serial panels will be different. 
In this correction, it is aimed to reduce this difference to 0 W 
as presented in Fig.5. 

  

Fig. 5. Flowchart of the second modification for PSO Algorithm. 

V. USING THE TEMPLATE 

An 83 W array with 4x4 = 16 TCT connections was used 
to examine partial shading conditions. In the study, 2 
different partial shading conditions for different mixed 
shading of the photovoltaic panel were examined. 

A. Case 1 

In Case-1, it has been observed that the P&O algorithm, 
PSOMod.2 and PSOMod.1 are very close to the theoretical 
maximum value, and the heuristic PSO works with 89% 

efficiency. When the settling time comparison is made, it is 
seen that the P&O algorithm is constantly scanning the ideal 
Duty Cycle value because it has multiple peak values, so it 
sits at a much higher time. For Case 1, PSOMod.2 and 
PSOMod.1 were found to work more efficiently. The 
classical P&O algorithm, where the improved PSO 
algorithms and heuristic PSO algorithms see higher values 
due to the software complexity and number of iterations, 
higher values has been observed due to the stop time set to 2. 

 

Fig. 6. Shading condition for Case-1 (Left), P-V curve for Case-1 (Right). 

 
 

 

Fig. 7. Power curve for P&O (Left), Power curve for the PSO (Right). 

 

Fig. 8. Power curve for the PSOMod.1 (Left), Power curve for PSOMod.2 (Right). 

TABLE II.  P&O, PSO, PSOMOD.1, PSOMOD.2 VALUES FOR CASE-1. 

 P&O PSO PSOMod.1 PSOMod.2 

Theoretical Power Value 53.70 53.70 53.70 53.70 

The Obtained Power Value 53.55 48.05 53.41 52.34 

Efficiency (%) 99.74 89.38 99.44 97.91 

Settling Time (s) 0.94 0.01 0.01 0.022 

Rising Time (s) 0.43540 0.00569 0.00538 0.00427 

Real Simulation Time (CPU Time) 473.03 589.22 693.00 680.25 
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B. Case 2 

In Case 2, it has been observed that P&O, PSO, 
PSOMod.2 and PSOMod.1 are very close to the theoretical 
maximum value, but due to the length of the scan time of the 
P&O algorithm, the settling time is 100 times larger than the 
other algorithms. For Case-2, the P&O algorithm has been 
found to work less efficiently. The fact that the real 
simulation time of all 4 methods are close to each other is 
due to the fact that the stop time of the P&O algorithm is 2 
times compared to the others. It has been observed that if the 
stop time of the P&O algorithm is the same as the others, it 
does not fall within the specified power range for the 
residence time. 

 

Fig. 9. (Left) Shading condition for Case-2, (Right) P-V curve for Case-2. 

 

 

Fig. 10. Power curve for P&O (Left), Power curve for the PSO (Right). 

 

Fig. 11. Power curve for the PSOMod.1 (Left), Power curve for PSOMod.2 (Right) 

TABLE III.  P&O, PSO, PSOMOD.1, PSOMOD.2 VALUES FOR CASE-2. 

 P&O PSO PSOMod.1 PSOMod.2 

Theoretical Power Value 47.85 47.85 47.85 47.85 

The Obtained Power Value 47.81 46.05 46.3 47.41 

Efficiency (%) 99.81 96.22 96.74 99.01 

Settling Time (s) 1.23 0.02 0.01 0.01 

Rising Time (s) 0.52550 0.00760 0.00504 0.00445 

Real Simulation Time (CPU Time) 473.73 589.37 584.42 670.51 

     

     

VI. CONCLUSION  

Partial shading is a major problem for photovoltaic 
systems, this not only reduces efficiency but also damages 
photovoltaic panels. In this study, it is suggested that MPPT 
methods based on modified P&O and PSO algorithms 
improve MPPT efficiency in a less complex and cheaper way 
in the case of partial shadowing. At the end of the 
simulations performed for the two partial shading conditions 
called State-1 and Case-2, it was seen that the PSO algorithm 

operates with 10% and 3% lower efficiency for both cases. 
On the other hand, it was observed that the sitting time of the 
P&O algorithm was approximately 94 times and 123 times 
longer for both cases. Although the modified PSO methods 
provide approximately 99% efficiency and output power 
performances, the method obtained with PSOMod.2 
significantly increases the transient response of the MPPT 
system. In the future study, the authors plan to apply these 
methods and then analyze and compare various insolation 
conditions. On the other hand, the authors suggest that the 
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performance of the proposed methods can be improved by 
using newer and more powerful heuristic optimization 
algorithms. 
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Abstract— With the spread of solar power plants and 

investors becoming more conscious, the demand for quality 

and efficient solar panels is increasing day by day. Creating 

quality products is possible by minimizing the errors in 

production processes. The efficiency and quality of solar 

panels is directly proportional to the efficiency and quality of 

the solar cell used in the panel.In this study, it aims to provide 

useful contributions to 3 different steps in the solar panel 

production process: firstly, the quality control of the solar cell 

to be used before production, secondly, the detection and 

replacement of cells having cracks in the production process, 

and the classification of the panels, finally the detection of 

performance losses and cause after the panel production.In 

this study, the deep learning network models and datasets 

used in the literature were first examined and then the images 

obtained from the Electroluminescence devices were analyzed 

with deep learning. Alexnet model, one of the deep learning 

networks, was used. As a data set, a total of 876 60-cell solar 

panels with a minimum of 1 and a maximum of 28 cracks were 

obtained with a resolution of 4730x2883. As a result, 79.4 

percent crack detection rate was achieved with the proposed 

method.   

Keywords—Solar Cell Cracks, Deep Learning, crack 

detection, Alexnet 

I. INTRODUCTION  

In our study, small or large cracks and fractures in the 
PV solar panel can be detected by in-depth learning 
networks from the PV solar panel images obtained with EL, 
and these can be made faster, and identical to the detection 
by experts in this field. It is thought that the working time 
will benefit 3 steps for solar panel production. At the 
beginnig of the PV panel production; quality control of the 
solar cells to be used in the panel. During PV panel 
production; detection and replacement of broken and 
cracked cells. Visual inspection and classification of panels. 
After PV panel production; can be used in determining 
performance losses and related reasons. Apart from these 
three benefits, for solar cell manufacturers it is thought that 
important contributions will be made in the process of 
quality-control and classification of produced cells. 

In this study, we think that we have put forward an 
exemplary study in the fields of autonomous cell crack 
detection, deep learning and image processing for PV solar 
cell manufacturers, PV solar panel manufacturers, research 
centers, institutes and consulting companies operating in 
this field. 

II. RELATED WORKS 

In the study of Alexander Bartler et al. (2019) with 
VGG-16 and Resnet, cells having 120x120 px resolution 
were studied, and cells are a classified as as damaged cell or 
good cell in this study. The error rate of 50% was reduced 
to 12.96% with the studies (no oversampling, 
augmentation). [2] 

Julen Balzategui et al. Studied with the same data set in 
2019 and 2020. A classification was made as a damaged cell 
or a good cell, they used 4 different CNN algorithms in their 
study in 2019 and stated that they could detect damaged 
cells at a maximum of 85%, they stated that the same data 
set could be worked with FCNN under the heading of future 
studies in 2019, and in their work  published in 2020, FCNN 
were worked with. According to the results of the 2020 
study, the rate of detecting cracks as low as 28% was 
achieved. [3] [4]  

Mathis Hoffmann et al. (2019) studied using classical 
image processing and feature extraction techniques on 
detecting modules and cells from EL photos. A result that 
could detect the cells accurately was obtained at a rate of 
82.5%. [5]  

Din-Chang Tseng et al. (2015) studied using image 
processing techniques to detect finger interruptions in 
polycrystalline cells obtained with EL. Two classes, 
interrupted finger and noninterrupted finger, were studied, 
and an accuracy rate of 99.07% and 99.58 was achieved. [6]  

John et al. (2016) compared the features of (EL) and 
Infrared Thermal Camera (IRT), it was stated that IRT-
based scanning was more useful and efficient, in the study, 
the locations of the problematic panels or cells could be 
determined by correlating the images taken with the aid of 
drones with Gps data. [7] 

Mahmoud Abdelhamid et al. (2014) conducted an 
extensive literature study on techniques for detecting 
fractures in silicon-based cells and made comparisons, 
claiming that the most successful studies could be done with 
PL imaging, according to the price of the equipment used, 
image quality and the rate of finding small cracks. [1] 

Said Anvar and Mohd Zaid Abdullah (2014) carried out 
a comparative study on the division of cracks in solar cells 
using edge detection algorithms. [8] 

Sergiu Deitscha et al. (2018) conducted a study on 
dividing PV Module cells from EL images. They were able 
to perform segmentation with a success rate of 97.23% [9], 
this study constituted a step for the later (2019) 
classification studies of damaged cells. In their study in 
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2019, they used both SVM and CNN. They achieved the rate 
with an average accuracy of 82.44% with SVM and 88.42% 
with CNN. At the same time, they were able to calculate the 
percentage effect of the cracks on the energy production 
performance of the panel. [10] 

Unlike Sergiu et al. (2019), Haiyong Chen et al. (2019) 
studied images taken with high-resolution cameras, not 
from EL photos, into RGB channels and split the cell image 
into pieces. They claimed that they designed and optimized 
the deep learning network based on their own experiences, 
without being dependent on any model, and as a result, 
Sergiu and his friends achieved an accuracy rate of 94.30% 
with an accuracy rate of 6 points exceeding the 88.42%. 
Considering that the types and sizes of the entrance 
photographs are different, we can say that such a 
comparison is not rational. In addition, they divided the 
classifications into 7 different classes as well, broken finger, 
scratch, thick line, dirty cell, color difference coating stains, 
apart from making them as damaged and smooth cells.[11] 

Mantel Claire et al. (2019) tried to detect damages in 
solar panels (finger outage and fractures as A, B and C 
according to their size) using machine learning approaches. 
They stated that SVM and Random Forest showed almost 
the same success, but the number of false detections in RF 
was higher. They claim that they achieved a very successful 
result with SVM with an accuracy rate of 99.7%. [13] 

III. METHODOLOGY 

A. Requirement 

Cracked or damaged solar cells cause efficiency loss in 
the production and consequently an increase in production 
costs. Microcracks and defects not only reduce cell 
productivity in that area, but also reduce cell reliability. [1] 

A damaged cell or group of cells can cause hot-spot 
heating problems that occur when the operating current in a 
panel exceeds the reduced short circuit current of the fault 
cell. Here, the cell is forced into reverse current and must 
dissipate this accumulated power. Indeed, if the dissipation 
force is large enough, this reverse-polar cell can overheat 
and melt the solder or cause the back-sheet to deteriorate 
(Figure 1). Hot-spot cells show low parallel resistance when 
reverse current performance is limited by current, or high 
parallel resistance when reverse current performance is 
limited by voltage. In either case, the cell may experience 
hot-spot problems, but in different ways. [14] 

PV solar cell cracks and production errors cause 
performance loss up to 60% depending on the location and 
size and number of cracks [1] 

 

Figure 1. Hotspot's effect on Solar Panel [14] 

 

B. Dataset 

The photos are taken from the images obtained from the 
EL device used in the production line of GTC Gunes Sanayi 
ve Ticaret A.S. Among the 82456 solar panel images, 7500 
images were selected randomly, among which the broken 
cells were confirmed by expert operators during 
production.As can be seen in Table I, a total of 876 pieces 
of 4730x2883 pixel images with broken images were 
selected. Since each solar panel contains 60 cells, a total of 
52560 cells were studied.689 EL images (2222 cracks) were 
used for training, and 187 EL images (451 cracks) randomly 
selected were used for testing. 

TABLE I.  DATASET FEATURES 

Training Test 

689 Solar Panels 187 Solar Panels 

41340 Solar Cells 11220 Solar Cells 

2222 Cracks 451 Cracks 

 

C. Material 

Training and tests were carried out in Matlab in 2019b 

version. Image Labeler and Deep Network Designer tools 

were used. Since Deep Learning networks requires a high-

spec and high-capacity GPU, a computer have features like 

Win-10 64-Bit OS, i7-2.6 GHz CPU,24 GB Ram and 

NVIDIA Geforce GTX 960M graphic card with dedicated 

4 GB Memory. 

D. Method 

 
Figure 2. Block Diagram 
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The block diagram given in Figure 2 is detailed in the 

following items. 

1) Pre-processing 

Before the images were processed, the Module ID numbers 

on the image were clipped with the help of the Matlab 

program due to the company's data privacy policy. 

The red or yellow warning lines drawn by the software used 

in the EL device in cell cracks were turned into gray with 

the help of the Matlab program to avoid any problems in 

training or testing. 

Numbers indicating row and column numbers in the 

module are clipped from the image. The names of the 

image files have been changed due to the company's data 

privacy policy. 

Although the dimensions of the EL images were very close 

to each other, the width or height values differed by a few 

pixels, all of the images were adjusted to the optimum 

height and width values to eliminate this difference. This 

value was determined as 4730x2883. 

Preprocessing 

 

2) Image Labeling and Training 

With the Matlab Image Labeler tool, the solar panel images 

with a minimum of 1 and a maximum of 28 broken images 

were tagged. While labeling, as shown in Figure 3 in 

the3first study, if it includes the broken ribbons, we made 

the labeling in the size of a red frame, but when we found 

that the success rate was very low, such as 30% in the test 

results, we made these types of cracks in the form of two 

labeling as in the blue frame and We observed that the 

success rate in the tests increased. 

  

Figure 3. Labeled Solar Cell 

 

79% of the images were used for training. These images 

contain a total number of 2222 broken cells. As can be seen 

in Table I, 689 images were used. The following 

parameters’ values  in Table II were used for training 

dataset: 

TABLE II.  PARAMETERS VALUES 

MaxEpochs 4 

MiniBatchSize 16 

Classes  'crack‘,’background’ 

NegativeOverlapRange [0 0.3] 

PositiveOverlapRange  [0.85 1] 

In our study, we arranged the number of classes from 1000 

in the Softmax layer to 2. 

 Alexnet, one of the deep learning networks, was used in 

the training and testing. In the Imagenet LSVRC-2010 

competition attended by Alex Krizhevsky and colleagues, 

they classified 1.2 million high-resolution images in 1000 

different classes and achieved error rates of 37.5% and 

17.0%, significantly better than the previous technology. 

Alexnette used a neural network with 60 million parameters 

and 650,000 neurons. They used the GPU application to 

make the training faster. They also entered the ILSVRC-

2012 competition with a different variant of this model and 

reached a top-5 test error rate of 15.3% compared to 26.2% 

for the second best entry. [16] 

 

In the current architecture of Alex-net, it consists of 25 

layers in total as shown in Figure 4 and Figure 5.  In the 

input layer, 2227x227x3 images are used, after which 5 

convulation, 3 pooling (maxpool), 7 Relu, and 3 fully 

connected layers, 2 nomalization, softmax and output 

layers are formed. 

 

 
Figure 4. AlexNet Diagram [12] 

 

 

 

Figure 5. Alexnet Layers in Matlab 

3) Test 

21% of the images were used for training. As can be seen 

in Table I, 187 images were used. There are a total of 451 

cracks in these panel images. During the test process, when 

the panel images were first used as a single input, then it 

Ribbon 
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was seen that the rate of cracks was low, to increase this 

ratio the panel image was divided into 60 pieces with the 

name of "ModuleName_row_column.jpg" as shown in 

Figure 6 and tested in that way. Image dimensions were 

470x 475x 3 pixels. Then, coding was done in Matlab 

program to display the test results on a 60-cell image and it 

was successful. In this way, a higher rate of fracture 

detection was achieved. 

 

 
 

Figure 6. Cell-based fragmented images of a 60-cell 
solar panel 

4) Calculation 
The confusion matrix was used for performance 

calculations. A method as in Table III was followed and the 
results were calculated based on the precision, sensitivity 
and F-Score formulas. The formulas are detailed and 
explained below. 

 

a) Precision 

Precision is the ratio of the number of True Positive 

samples estimated as class 1 to the total number of samples 

estimated as class 1. [15] 

Precision =
TP 

TP + FP
 

b) Recall 

It is the ratio of the number of correctly classified positive 

samples to the total number of positive samples. [15] 

Recall =
TP 

TP + FN
 

c) F-Score 

The precision and recall criteria alone are not sufficient to 

make a meaningful comparison. Evaluating both criteria 

together gives more accurate results. For this, the f-criterion 

has been defined. The F-criterion is the harmonic mean of 

precision and recall. [15] 

 

F − Score =
2 ∗ Recall ∗ Precision

Precision + Recall
 

IV. RESULTS AND DISCUSSION  

 

Training duration was 12-14 hours on average, each 60 cells 

are tested in 2 minutes and 24 seconds. 

In the result determination, it was observed that the same 

crack is marked 3-4 times from it’s different parts. In such 

cases, the number of cracks found was used in the 

calculation as 1. 

In some cell cracks with cracks, it was observed that the 

dimensions were not the same. In such cases, it was 

accepted as positive because it fulfills the criteria that the 

crack and its location were determined.  

 

When looking at the confusion matrix results in Table III, it 

is seen that the precision is relatively high. Considering that 

crack or defective cells should not be overlooked in test 

stations in panel production line, the point that should be 

emphasized is that the number of TP (True Positive) should 

be maximized. Of course, it is an indisputable fact that the 

rate of false detection should also be reduced. 

 

Considering the results in Table III , It is understood that 

work should be done to reduce the number of false crack 

detection. It has been observed that these false detections are 

mostly caused by the strips on the cell, called ribbon. The 

"PositiveOverlapRange" value, which is the most important 

parameter in detecting false cracks during the test process, 

was changed from [0.5 1] to [0.85 1]. Increasing this rate is 

thought to reduce the rate of detecting false cracks, but 

slightly causes some fractures to be undetected. The number 

of false detected cracks is 589 as can be seen in Table III, 

most of them were ribbons (Figure 7) or gap between cells. 

To reduce false detections, we may increase the samples in 

dataset for future studies. 

TABLE III.  CONFUSION MATRIX 

 

Real 

Crack Not Crack 

P
re

d
ic

ti
o

n
 

Crack 
359 589 

Not Crack 
92  

TABLE IV.  TEST RESULTS 

 

 

 

     . 

Although the rate of detecting ribbons as crack was reduced, 

the f-score and precision rate remained low, as seen in Table 

IV. At the same time, the high number of cells not having 

cracks is thought to be effective in the high rate of false 

crack detection. Test duration is one of the most important 

parameters on production lines of solar panels, so computers 

with higher GPU capacity can be used to achieve shorter test 

times.  

Calculation 

Method 
Result 

Precision 0,794 

Recall 0,376 

F-Score 0,510 
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Figure 7. False Crack Detection 

 

V. CONCLUSION 

 

In this study, a detailed literature search was made on crack 

detection on PV solar cells and panels, and similar studies 

previously conducted on the detection of PV cell cracks 

were examined and a comprehensive application was 

carried out. Within the scope of the application, a study was 

carried out not only on whether there is a crack in the cell, 

but also the location and size of the crack. 

 

The rate of detecting crack was 79.42%. Since it is 

important not to miss the cracks during PV solar panel 

production, it is important in this study whether the cracks 

can be detected or not, and a promising result has been 

obtained with the optimization studies. 

In the next studies, training and tests in different sizes will 

be done in different networks to work on reducing the rate 

of false detections. 
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Abstract—Diabetes therapy by means of new automatic 
insulin delivery artificial pancreas system consisting on insulin 
pump  controlled by an algorithm trained with machine learning 
technology fed by a continuous glucose monitoring sensor 
provides better glycemia control compared to  previous 
therapies such as multi-daily injection, insulin pump without 
continuous glucose reading  or "sensor assisted" insulin pump.  
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I. INTRODUCTION    

The maintenance of glycemia in range is one of the biggest 
challenges in the treatment of patients with diabetes. This 
implies that the calculation of precise doses of insulin is 
critical and must be individually adapted. As a key 
performance indicator, an average plasma glucose 
concentration of glycated hemoglobin (HbA1C) with values 
<7% was recommended by the American Diabetes 
Association [1] and has been proven to reduce development 
and progression of micro-vascular problems and 
cardiovascular complications by 76% [2]  

The complexity of delivery of insulin and the objective of 
maintaining normoglycemia require a complex, personalized, 
adaptive and flexible algorithm, which can be achieved with 
the use of automatic learning techniques as shown in some 
approaches [3] [4]. Adequate machine learning algorithms can 
analyze training data, recognize complex patterns, and based 
on these patterns apply the knowledge to other data to predict 
their behavior [5]. Since the development of the first AP [6], 
significant improvements have been made, advancing further 
with the introduction of smartphones as AP control 
management systems.  

Open-loop control algorithms manually calculate the dose 
of insulin based on blood glucose and external information 
[7]. On the other hand,  closed-loop  algorithms automatically 
calculate the dose of insulin based on parameters such as food 
intake and glucose levels measured by CGM.  closed-loop  
models can be classified into  closed-loop  models and hybrid 
closed-loop models. In a  closed-loop  model, insulin dosing 
decisions are based exclusively on the parameters measured in 
the patient's body, without requiring any external information 
such as food intake or exercise habits. hybrid closed-loop 
models use both  closed-loop  CGM control and external 
information, such as carbohydrate intake. Weinzimer et al. [8] 
compared fully  closed-loop  control  with hybrid closed-loop 
control. The hybrid model reduced post-meal hyperglycemia 
without inducing hypoglycemia, and the same result was seen 
in a similar model tested by another group in a hospital. D.Shi 
et al. [9]  reviews why an artificial pancreas (AP) requires an 

algorithm that adapts and evolves not only on the data but also 
on the lifestyle of the patient. Their work is based on the 
adaptation of the basal and carbohydrate-ratio profile.  
C.Boughton et al. [10] reviews the progress that technology 
has achieved for diabetes treatment. His paper covers with 
detail the advance in “close-loop” artificial pancreas (AP) 
systems. It is explained that four hybrid closed-loop AP 
systems have already been approved by regulatory bodies. It 
also explains that systems are not yet fully automated and 
require patient intervention to adjust meal boluses by 
informing carbohydrate intakes, therefore should be classified 
as hybrid closed loop. Benhamou et al. [11] explains that  
closed-loop  insulin delivery is expected to become a standard 
treatment for patients type 1 diabetes.  

JC Peiro [12], explains how machine learning techniques 
can provide a suitable algorithm to control a hybrid closed-
loop AP. Machine Learning hybrid closed-loop algorithm has 
been personalized, trained and tested using in-vivo data 
collected by DT1 patient. Comparison results between MDI 
and closed-loop AP have been validated  in-silico through the 
UVA/Padova T1DMS [13][14] simulator on ten adults, ten 
adolescents and ten children using the ML trained closed-loop 
regression algorithms.  The Use of T1DMS simulator has been 
approved by FDA. 

II. METHODS 

Statistical analysis :  Accu-chek Smartpix [15] platform 
has been used to collect glycemia control values from Aug 
2004 to Aug 2019. The software provides control statistics on 
% of time with glycemia in range (%TIR), % above and below 
range, % of hypoglycemia, mean and median values for 
glycemia control values.  It also provides high blood glycemic 
index (HBGI) and low blood glycemic index (LBGI) [16]. 
These indexes measure the probability of situations of 
hyperglycemia and of hypoglycemia. HBGI has a positive 
correlation with glycated hemoglobin (HbA1c). LBGI and 
HBGI are calculated as follows: 

𝐿𝐵𝐺𝐼 =
1

𝑁
 𝑟𝑙 (𝐵𝐺)

ே

ୀଵ

          𝐻𝐵𝐺𝐼 =
1

𝑁
 𝑟ℎ (𝐵𝐺)

ே
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Where BG is blood glucose reading, r(BG) is a measure of 
the risk associated with a certain BG level;  rh(BG) represents 
the risk of hyperglycemia while rl(BG) represents the risk of 
hypoglycemia. LBGI is a quantity that increases when the 
number and/or extend of low BG readings increases. 
Similarly, the HBGI increases when the number and/or extend 
of high BG readings increases. The level of risk is explained 
in Table I.   
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TABLE I.  BLOOD GLYCEMIC INDEX 

Risk  LBGI HBGI 

Minimal ≤ 1.1  

Low  > 1.1 and ≤ 2.5 ≤ 4.5 

Moderate > 2.5 and ≤ 5.0 > 4.5 – ≤ 9.0 

High > 5.0 > 9.0 

III. RESULTS 

ML trained algorithm is used to control the insulin pump 
based on continuous BG readings and carbohydrate intakes to 
provide the optimal insulin infusion in 5 minutes intervals 
necessary to maintain blood  glucose at the optimal value. 

Table II provides the comparison of glycemic control 
parameters for hybrid closed-loop AP therapy, MDI therapy,  
insulin pump without CGM therapy, and “sensor assisted” 
insulin pump therapy.  

TABLE II.  EVOLUTION COMPARING TREATMENTS 

 

A. Comparing hybrid closed-loop AP to MDI therapy 

TABLE III.  EVOLUTION COMPARING TO MDI THERAPY 

 
 

Key remarks on the analyzed data collected in table III 
comparing hybrid closed-loop AP to MDI therapy can be 
resumed as follows:   

 TIR% presents an improvement of  +75%, increasing 
from 48% to 84% in range 

 % above range (> 180 mg/dL) decreases -70.7% 
(30.7% to 9%) 

 % below range (< 70 mg/dL) decreases -67.2% (21.3% 
to 7%) 

 The value of hypoglycemia (< 50 mg/dL) decreases 
91.2% (11.3% to 1%) 

 LBGI index improves 73.8%, reducing from 6.1 (high 
risk)  to 1.0 (minimal risk) 

 HBGI index improves 67.0%, reducing from 7.0 
(moderate risk  to 2.3 (low risk) 

 Mean glycemia reduces -16%,  from 144 mg/dL with 
SD 76.3 to 121 mg/dL with SD 42.0 

 Median glycemia reduces -20.1%, from 144mg/dL 
with SD 76.3 to 115mg/dL with SD 55.0 

 Glycated hemoglobin HbA1c improves -20.1%, 
reducing on average from 8.3% to 6.6% 

B. Comparing hybrid closed-loop AP to insulin pump 
without CGM 

TABLE IV.  EVOLUTION COMPARING TO INSULIN PUMP WITHOUT CGM 
THERAPY 

 
 

Key remarks on the analyzed data collected in table IV 
comparing hybrid closed-loop AP to insulin pump without 
CGM therapy can be resumed as follows:   

 TIR% presents an improvement of 42.7%, increasing 
from 58.9% to 84% in range. 

 % above range  decreases -72.3% (32.5% to 9%) 

 % below range decreases -19.2% (8.7% to 7.0%) 

 % of hypoglycemia reduces -60.5% (2.5% to 1%) 

 LBGI reduces  -15.1%, down from 1.9 to 1.6 

 HBGI reduces -70.3%, down from 7.7 to 2.3 

 Glycemia average reduces -21.7%, from 154.6 mg/dL 
to 121.0 mg/dL 

 Median glycemia reduces -25.6%,  from 154.6 mg/dL 
to 115mg/dL 

Glycated hemoglobin (HbA1c) improves -16.5%, 
reducing on average from 7.9% to 6.6% 

C. Comparing hybrid closed-loop AP to sensor assisted 
insulin pump therapy 

 
 
 
 
 

Multi-
Injection

Insulin 
pump no 

CGM

Insulin 
pump + 

CGM
AP closed 

Loop

AP closed 
Loop 

(Optimal)
# days 543 314 259 112 13
# tests 1165 1544 1497 376 39
Tests/Day 2.1 4.9 5.8 3.4 3.0
Sensor coverage 88% 97% 97%
Mediana Gluc 144.0 154.6 129.5 115.0 113.0
Standard Deviation 76.3 73.9 72.1 55.0 49.0
SD / Median CGM 53.0% 47.8% 55.7% 47.8% 43.4%
Avg Gluc 144.0 154.6 137.4 121.0 116.0
SD 76.3 73.9 54.1 42.0 34.0
SD / Avg 53.0% 47.8% 39.4% 34.7% 29.3%
Above > 180 30.7% 32.5% 19.6% 9.0% 5.0%
In range 48.0% 58.9% 73.3% 84.0% 89.0%
Below < 70 21.3% 8.7% 7.1% 7.0% 6.0%
Hypoglucemia < 50 11.3% 2.5% 1.5% 1.0% 0.0%
( % / Below) 53.1% 29.2% 21.7% 14.3% 0.0%
HGBI 7.0 7.7 5.7 2.3 1.3
LGBI 6.1 1.9 1.7 1.6 1.3
HbA1c 8.3% 7.9% 6.9% 6.6% 6.5%

Variation vs 
Multiinjection

Multi-
Injection

Insulin 
pump no 

CGM

Insulin 
pump + 

CGM
AP closed 

Loop

AP closed 
Loop 

(Optimal)
Gluc Avg 7.3% -4.6% -16.0% -19.4%
Gluc Med 7.3% -10.1% -20.1% -21.5%
HbA1c -4.3% -15.9% -20.1% -21.4%
HGBI 11.1% -18.3% -67.0% -81.3%
LGBI -69.1% -72.8% -73.8% -78.7%
Above > 180 5.9% -36.0% -70.7% -83.7%
In range 22.6% 52.7% 75.0% 85.4%
Below < 70 -59.4% -66.8% -67.2% -71.9%
Hypoglucemia < 50 -77.7% -86.4% -91.2% -100.0%
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TABLE V.  EVOLUTION COMPARING TO SENSOR ASISTED  INSULIN PUMP 
THERAPY 

 

Key remarks on the analyzed data collected in table V 
comparing hybrid closed-loop AP to “sensor assisted” insulin 
pump therapy  can be resumed as follows:   

 TIR% % presents an improvement of +14.6% 
increasing from 73.3% to 84% in range. 

 % above range decreases -54.2% (19.6% to 9%) 

 % below range decreases  -1% (7.1% to 7%) 

 % of hypoglycemia reduces -34.9% (1.5% to 1%) 

 LBGI index reduces -3.7%, down from 1.7 to 1.6 

 HBGI index improves reducing -59.6%, down from 
5.7 to 2.3 

 Glycemia average is reduced -11.9%, from 137 mg/dL 
to 121 mg/dL 

 Median glycemia is reduced -11.2%,  from 129mg/dL 
to 115mg/dL 

 Glycated hemoglobin HbA1c improves -4.9%, 
reducing on average from 6.9% to 6.6%. 

IV. DISCUSSION 

We will compare glycemia control results of therapy using 
hybrid close loop artificial pancreas system to MDI, to insulin 
pump without CGM and to “sensor assisted” insulin pump. 

A. MDI therapy 

The analysis of glycemia variation using MDI therapy 
shows a big dispersion on the measured results in the analyzed 
periods.   The weighted average of the analyzed periods using 
MDI therapy indicates the following statistical control 
parameters: 

 Number of samples: 1165 

 Number of days: 543 

 Mean blood glucose: 144 mg/dL 

 Standard deviation: 76 mg/dL 

 % deviation/average: 53% 

 HBGI: 7.0 

 LBGI: 6.1 

 % above range(> 180 mg/dL): 30.7%  

 TIR% (< =180 mg/dL and  >= 70 mg/dL): 48.0%  

 % below range (< 70 mg/dL and >= 50 mg/dL): 21.3%  

 % Hypoglycemia (< 50 mg/dL): 11.3% with respect to 
the total, representing 53.1% of the values under range 

 HbA1c: 8.3% 

B. Insulin Pump without CGM therapy 

The weighted average of the periods analyzed with 1544 
blood glucose readings are: 

 Mean glycemia: 154.6 mg/dL 

 Standard deviation: 73.9 mg/dL 

 % deviation/mean: 47.8% 

 HBGI: 7.7 

 LBGI: 1.9 

 TIR%: 58.9% 

 % above range: 32.5%  

 % below range: 8.7%  

 % Hypoglycemia: 2.5%, representing 29.2% of the 
values below range 

  HbA1c: 7.9% 

C.  “Sensor assisted” insulin pump therapy 

The weighted average of the two periods analyzed with 
CGM “sensor assisted” insulin pump, with 1497 BG readings 
and 259 days of continuous glucose measurement is: 

 Average blood glucose: 137.4 mg/dL 

 Standard deviation: 54.1 mg/dL (39%) 

 HBGI:  5.7 

 LBGI:   1.7 

 TIR%: 73.3%   

 % over range: 19.6%   

 % below Range: 7.1%   

 % hypoglycemia: 1.5%, representing 21.7% of the 
values below range 

 HbA1c: 6.9% 

D. Artificial pancreas with hybrid closed-loop ML trained 
control algorithm: 

 376 BG tests are collected equivalent to 3.4/day  

 Glucose Median of 115 mg/dL is obtained with 
standard deviation of 55 mg/dL    

 TIR%: 84% 

 Above range%: 9%  

 Below range%: 7%  

 1% of hypoglycemia episodes 

 HBGI index:  2.3     

 LBGI index:  1.6 

 HbA1c: 6.6% 

Comparació vs 
Pump + CGM

Insulin 
pump + 

CGM
AP closed 

Loop

AP closed 
Loop 

(Optimal)
Gluc Avg -11.9% -15.6%
Gluc Med -11.2% -12.7%
HbA1c -4.9% -6.5%
HGBI -59.6% -77.2%
LGBI -3.7% -21.7%
Above > 180 -54.2% -74.5%
In range 14.6% 21.4%
Below < 70 -1.0% -15.2%
Hypoglucemia < 50 -34.9% -100.0%
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Fig. 1.  Statistics collected using  hybrid closed-loop AP therapy 

 

Fig. 2.  Metabolic control chart using  hybrid closed-loop AP therapy 

Fig. 1 shows the period from August 1st, 2019 to 
November 21st, 2019. Fig. 2 shows the metabolic control 
chart, indicating 97% sensor coverage, a mean CGM of 121 
mg/dl with a standard deviation of 42 mg/dL (35%). We can 
observe a high stability of glucose values. TIR% is 84%, with 
9% above range, 7% below range and 1% of periods of 
hypoglycemia.  HBGI index is 2.3 (indicating low risk) and 
LBGI is 1.6% (very low risk). Glycated hemoglobin is 6.6% 
All values represent a very significant improvement with 
respect to MDI, insulin pump without CGM and sensor 
assisted insulin pump.  

Period from August 12th, 2019 to August 25th, 2019 is the 
period achieving highest performance of the hybrid closed-
loop AP system.  This cannot be considered the average value, 
but the optimum value that can be obtained with a hybrid 
closed-loop AP system controlled using algorithm trained 
with machine learning technology. This period includes 39 
BG tests performed for 13 days, which equals to 2.8 
capillary/day measurements. During this period of optimal 
control and performance we can see a 95% TIR% o, 5% above 
range and there is a total elimination of measures below range 
and hypoglycemia.  The average glucose in this period is 114 
mg/dL with a standard deviation of 34mg/dL (29%). 

Analyzing the trend for seven days a week shows a high 
stability of measured values, always within the control ranges 
established. Both HBGI and LBGI index are in 1 index, well 
below the low risk index. All glucose measured values are 
within the high stability area within the range. Metabolic 
control chart with 97% sensor coverage, indicates a median of 
CGM of 113 mg/dL with a variability of 49mg/dL, an average 
of 116 mg/dL with a standard deviation of 34 mg/dL.  

E. In-silico analysis comparing   closed-loop  AP to MDI:  

Finally, we will perform in-silico validation comparing  
closed-loop  AP to  MDI therapy using UVA/Padova T1DMS 
simulator [13] using 30 individuals: 10 adult, 10 adolescents 
and 10 pediatric which is the max that the simulator provides. 

TABLE VI.  GLYCEMIC CONTROL USING MDI  THERAPY 
(T1DMS SIMULATION FOR 30 INDIVIDUALS) 

ID Mean 
BG 

%       
<70 

TIR 
% 

%        
> 180 

LBGI HBGI 

adult           173.28 0.00 64.12 35.88 0.00  7.35  

adolescent 139.79 0.00 84.18 15.82 0.06 2.76 

child 64.96 59.61 38.93 1.46 28.92 0.10 

 

Table VI presents the glycaemia stability analysis for MDI 
therapy; it provides the average values for the 30 individuals 
grouped by adult, adolescent and pediatric populations.   

TIR% for adults’ average is 64.12%, for adolescents’ 
average is 84.18% and for children’s average is 38.93%.  
Mean BG is 173.28 for adults’ average, 139.79 for 
adolescents’ average and 64.96 for children’s average.   

Fig. 3 presents the upper and lower 95% confidence bond 
matrix showing 0% in A zone, 36% B zone, 52% C zone, 12% 
D Zone and 0% E zone. A+B is 36%. 

 

Fig. 3. Confidence bound matrix T1DMS in-silico simulation for MDI  
therapy 

TABLE VII.  GLYCEMIC CONTROL USING CLOSED-LOOP AP THERAPY 
(T1DMS SIMULATION FOR 30 INDIVIDUALS) 

ID Mean 
BG 

%       
<70 

TIR 
% 

%        
> 180 

LBGI HBGI 

adult           130.35 0.00 95.07 4.93 0.07  1.46 

adolescent 145.18 0.00 80.85 19.15 0.02 3.43 

child 151.44 0.00 80.78 19.22 0.00 4.20 
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Table VII  presents the glycemia stability analysis for 
closed-loop AP therapy calculating the average values for the 
30 individuals using T1DMS simulator.     

TIR% improves significatively compared to MDI therapy. 
TIR% for adult average reaches 95.07%, adolescent average 
reaches 80.85% and pediatric average reaches 80.78%.   Mean 
BG for adults’ average reduces to 130.35, adolescents’ 
average is 145.18 and children’s average is 151.44.  

Fig. 4 presents the upper and lower 95% confidence bond 
matrix, showing 12% in A zone, 82% in B zone, 6% in C zone, 
and 0% D and E zones.  A+B is 94% 

 

Fig. 4.  Confidence bound matrix T1DMS in-silico simulation for  closed-
loop  AP therapy   

According to in-silico test T1DMS simulation,  closed-
loop  AP therapy presents significant improvements in 
glycemia stability showing a A+B zone with 94% in 
comparison to the MDI therapy with A+B zone with 36%. 

V. CONCLUSIONS / INTERPRETATION 

We can conclude that “hybrid closed-loop” AP with 
control algorithm trained with machine learning technology 
provides very significant improvement in glycemia control 
compared to the MDI, insulin pump without CGM and sensor 
assisted insulin pump therapies according to the presented in-
vivo analysis and the T1DMS in-silico simulation.  

In this analysis, the improvement is obtained consistently 
with all the glycemic control parameters.  Therapy with hybrid  
closed-loop  AP reduces the % of periods out of range (above 
and below range),  TIR% increases significantly, HBGI and 
LBGI indexes improves reducing high and low blood 
glycemia risk, reduces the mean and the median of glycemia, 
and consequently, it reduces the glycated hemoglobin 
(HbA1c). 
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Abstract—Computer vision and image processing occupy an 

important place in industrial control systems nowadays. The 
computer vision technology used in quality control systems is of 
great importance in terms of controlling the products produced 
in a production line quickly, smoothly and accurately. The 
breakdowns and errors that occur in production with the 
controls made with classical methods reduce productivity and 
create additional costs. In this study, a research was conducted 
on the automatic counting and grouping of steel rods of different 
diameters by using image processing technology with the 
machine whose prototype was designed.   

Keywords— rebar counting, image processing, design, 

industry 

I. INTRODUCTION 

The iron and steel industry has played a major role in the 
development of many industries and the development of 
societies since ancient times. Looking at the developing 
countries, the Iron and Steel industry has pioneered other 
sectors and continues to do so. Iron and steel industry which 
is an important sector for Turkey and the globe; has been the 
leading sector in the global economy, national economies and 
industrialization. Iron and Steel Industry also constitutes the 
basis for automotive, machine building, construction, 
infrastructure, defense, etc. sectors. When the data were 
analyzed between the years 2017 -2020, Turkey is seen as 
having an important position among the steel producing 
countries in the world [1]. Turkey's transition to Industry 4.0 
practices will give a competitive advantage in the Iron and 
steel industry. 

With the increase in the use of computers, there is almost 
no branch of science in the world that does not benefit from 
computer systems and studies in this field. One of the studies 
in this field is image processing, which has a very wide 
application area. Image processing, which is one of the 
computer methods and widely used in many fields, is an 
auxiliary field found in almost every sector. Image processing 
consists of a series of processes. These processes start with the 
capture of the image and continue with the use of different 
techniques depending on the intended use. These processes, 
which include mathematics and computer science, are used in 
areas such as machinery, architecture, design, electronics, 
manufacturing, security and medical. 

It was tried to determine the surface area of the golden 
delicious apple variety with image processing technique. The 
image obtained as a result of image processing with three 
different images taken from the apple was found to be the 
general area with the sum of their areas. They peeled the apple 
peels and compared the general area found [2]. 

Due to changes in people's lifestyle and needs, new 
challenges are arising for farmers in meeting the demands. 
Accordingly, separating agricultural products according to 
their size and quality will provide convenience to customers 
as well as farmers. They classified bananas according to their 
size, shape, color and taste. They used the Image Processing 
toolbox in MATLAB to determine the size and maturity of the 
banana. The maturity percentage was determined by 
evaluating the size of the banana and the pixels of the image 
separately. Edge detection and color changes helped in 
determining the quality of the banana [3]. 

It was performed a study for determining the size of 
Napoleon  cherries grown in Turkey. First of all, photographs 
of cherries were taken and the image was transferred to 
MATLAB environment and it was tried to determine the 
caliber of each cherry, in other words how many millimeters 
its diameter, from the images taken using image processing. 
Thus, it is aimed to classify the products more accurately. As 
a result of the study, they determined that the success rates 
were influenced by many factors such as the distance the 
photograph was taken, the amount of light in the environment, 
the angle of the photograph taken, and the area definitions of 
each caliber used in image processing. In addition, 
considering that the success rates were lower in small cherries, 
they thought that a study to be done after Napoleon cherries 
reached full maturity would yield more successful results [4]. 

Many products produced in our country need to be 
classified before they are marketed for commercial purposes. 
They worked on automation systems working on the principle 
of image processing. They have done their work in 
collaboration with software and electronic hardware, using 
the properties of apple and peach. Classification was carried 
out with electronic hardware and software, taking as 
reference TS42 and TS100, which were created by TSE in 
their studies. They designed a classification system needed in 
the agricultural field with the Load Cell, A / D converter, 
USB camera elements as hardware, and the application they 
developed in the MATLAB environment as software. In the 
past, while the classification of apples and peaches was done 
in a slow and challenging way with the eye, they managed to 
do it faster than before with the automation system they 
designed in a practical and quality way [5]. 

While apples are distinguished by color and size in cold 
storage, no classification is made about the spots on the apple. 
Another study on the classification of apples was made. In 
their work, they used the image processing method to identify 
and classify color, size and blemishes on apples. With the 
software they made, they were able to make stain 
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classification without the need for additional equipment such 
as filters [6]. 

They calculated the food portions by using image 
processing in their study. They tried to calculate the food and 
calorie values by evaluating the portion volumes of the food 
images with the "image processing" algorithms they 
developed [7]. 

In another sector, defense and security fields, image 
processing method on object recognition and resolution is 
also used. They worked on an automatic fingerprint 
recognition system with image processing. By applying 
"image processing" to the fingerprint images taken by the 
fingerprint reader, it was divided into small pieces and the 
area to be processed was separated from the background. A 
software was developed by comparing the latest data obtained 
with comparison algorithms [8]. 

In another study in the field of security, They developed 
a software that can recognize moving targets by processing 
images from the camera. The target recognition system they 
developed makes a pixel comparison between the target 
images from the camera and the target images previously 
recorded on the computer [9]. The target object was detected 
with the filtering processes they performed. 

Image processing is frequently used in tissue analysis, 
pathological research and detection of cancerous cells in the 
medical field. Medical studies, They developed a system that 
protects the edge details of the image while suppressing the 
noises that occur in the MRI [10]. In their work, they 
developed the "rule-based fuzzy adaptive averaging filter 
(KTBAOF)" which will detect the pixel values of an MRI 
with 128x128 resolution with fuzzy logic rules, delete the 
noise pixel from the image and assign the closest value to the 
image pixel. In this filter they used, they saw that the impact 
image was suppressed at appropriate values in noisy images 
and that the edge details of the image were protected in the 
best way after this process and with these studies, they proved 
that by increasing the number of blurry logic rules, impact 
noises will be suppressed and better than the existing image 
details in edge details. 

They worked on an automatic image processing system 
that would provide decision support to the physician in the 
diagnosis of "melanoma" (a type of skin cancer) [11].  In their 
study, images were converted into digital data using image 
processing technique and classified for diagnosis. With these 
studies, they have accelerated the decision-making process of 
physicians in the field of medical. 

In this study, with prototyping of designed machine, a 
research was carried out on the automatic counting and 
grouping of steel rods of different diameters by using image 
processing technology. 

II. MATERIAL AND METHOD 

Round steel bars are one of the most produced and 
consumed iron and steel products. In recent years, it has 
become widespread to sell round steel bars of different 
diameters in units. For this reason, the products coming out 
of the rolling mills must be exactly counted and sized before 
packaging and grouped in desired quantities. Since the 
current steel bar counting and sizing methods are done 
manually by the workers, it slows down the continuous 
production line and decreases the production efficiency. 
Manual counting and sizing process not only increases the 

labor cost but also creates huge counting errors. In addition, 
the production line must be paused from time to time to group 
a certain number of steel bars for packaging. This situation 
reduces line efficiency. Production cost increases due to the 
high labor costs. As a result, companies need systems that 
automatically counts in order to increase efficiency and 
provide competitive advantage by reducing costs. 

A. Mechanical Desing 

 A prototype machine has been designed to count steel bars 
automatically. The prototype machine design that to be used 
in image processing is shown in Fig.1. Prototype machine 
consist of; an energy and automation panel (Fig.1.1), an 
"asynchronous motor" that moves the conveyor (Fig.1.2), a 
"LED light source" to illuminate the area where the count will 
be made (Fig.1.3), an "industrial camera" for image 
processing and sizing (Fig.1.4), an "industrial computer" to 
run image processing and printouts (Fig.1.5), a "guiding arm" 
that moves according to the coordinate coming from the 
processor and performs the separation process after reaching 
the desired number in image processing (Fig.1.6), "separator 
arms" that move according to guiding arms (Fig.1.7), and steel 
rods that enter the conveyor for sizing  (Fig.1.8). 

 

 

Fig. 1. Prototype Machine Design to be used in Image Processing 

On the moving band shown in Fig.1, many steel bars 
(Fig.1.8) are seen differing in shape, color and especially size. 
Each and every product on the band are captured with the 
camera and their data are processed. For image processing, a 
digital camera is used with following features: Autofocus, 
USB 3.0, Area Scan Camera, 3.2 MP resolution, 
Monochrome, CMOS Sony IMX265, 1/1.8", 3.45 µm, 55 fps. 
Strong light sources will be placed on both sides of the camera 
and the exposure time of the camera will be set to the optimum 
time so that the image can be taken by the camera in a 
distinctive way. Thus, the process of removing the 
background from the captured image will be easier. 

B. Imagine Processing 

 Image processing is an expression that includes all the 
operations performed with the aid of a computer on any 
image file recorded in electronic environment. The 
operations performed on the image files can be changing the 
features such as light, color, contrast, sharpness or clarity in 
the picture, as well as removing a noise, roughness or 
distortion in the picture. Apart from these, extracting 
meaningful data from image files and obtaining different 
information about the objects in that image is also called 
image processing. 
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Image processing techniques are used in many fields such 
as medical and biology, geographic sciences, repairing 
damaged images, space sciences, defense industry, industrial 
applications, security systems, agricultural fields. Image 
processing consists of two stages. 

1) Pre-processing (filtering, noise removal, histogram 
analysis) 

2) Enhancement-Visualization (thresholding, labeling, 
segmentation). 

This study, which is based on image processing, is based 
on calculating the area and length measurement of the objects 
to be measured and grouping the objects of the same size as 
a result of pre-processing and enhancement-imaging 
processes. 

In existing systems, the lengths of the final products 
(profile, flat bar, angle bar, pipe, construction steel, etc.) are 
manually measured by personal and working personnel. The 
separation of the final products that cannot be produced in the 
desired size due to production is made manually by the 
working personnel. This situation not only decreases the 
production speed but also increases the production cost. 

 
When the image processing method is used, the 

production speed will increase and the number of defective 
final products caused by the human will be minimized since 
the sizes of the final products will be measured automatically. 
The whole system will be instantly controlled by the software 
that run on PLC (Programmable Logic Control) or industrial 
PC (computer). All desired changes will be instantly applied 
to the system. In this way, production will not need to be 
interrupted for any adjustment. In addition, as the 
malfunctions that occur will be detected and recorded by the 
automation system, both the troubleshooting process will be 
shortened and will help in future maintenance planning. 

 

When processing images, the quality of the image can be 
increased. This is done by changing the color of the image, ie 
by darkening or lightening it, using filters. While the image 
is taken, there may be distortion or noise due to external 
factors. However, this situation can be remedied by using 
different filters. The image can be reversed or enlarged. The 
image can be divided into parts and objects by a process 
called "segmentation". With "object recognition", a very 
effective step is achieved on dimension detection. Shape 
information of objects can be accessed with "object tracking". 
At the same time, when similar or identical objects come 
across, a relationship is established between "image 
matching" and those objects. 

Image processing flow diagram is shown in Fig.2. 

 

Take Image from 
Camera

Open related area 
of the image

Convert to Binary

Apply Distance 
Transform

Apply Gradient 
Hough Circle 

Transform
Apply Zero-Treshold 

Apply Gauss-Blur
Recognize objects in 

the image
Count objects in the 

image

Print out to screen

Start

 
Fig 2. Image Processing Flow Diagram 

 

As it can be seen in Fig. 2, firstly, the image is taken from 
the camera and converted into binary format. In order to 
increase the performance, instead of the whole image taken 
from the camera, the relevant part with the image of steel bars 
is separated. By applying "Distance Transform" on the 
separated image, the centers and diameters of the steel bars 
are found. With "Gradient Huugh Circle Transform", round 
objects are detected by extracting features in the image. In 
order to remove the noises on the obtained image, the image 
is passed through the "Zero-Threshold" operator and the 
"gauss-blur" operator is applied to make it softer. After these 
processes, the desired images will be clearly separated from 
unwanted images. After these processes, the counting of the 
steel bars is performed by comparing the calculated diameters 
with the diameter value entered by the user on the screen. 

III. RESULTS 

When the world’s steel production data are examined, it 
is an undeniable fact that our country is in a very important 
position for the world. Being in such an important position 
creates an inevitable competition among companies in the 
iron and steel sector in our country. Today, it is seen that only 
financial power is not enough in the competition between 
companies and technology should be followed closely with 
Industry 4.0 applications. 

Looking at the rolling mills in our country, it is seen that 
the counting process is done manually, which requires labor 
and is far from technology, with the sale of steel bars in units 
instead of weight. The negativity of the increase in labor costs 
causes disruptions in production speed and interruptions in 
the production line. In the competitive market, these 
disruptions and additional costs affect companies negatively. 

Image processing is very important among industrial 
control systems today. Computer vision technology used in 
quality control systems is very important in terms of 
accurately controlling the products in the production line. 
With this prototype designed machine to integrate the image 
processing system, automatic counting of steel bars will be 
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performed and will contribute to the increase in production 
speed. With the increasing production speed, productivity 
will increase, labor costs will decrease and the company will 
be ahead of other competitors in the national and international 
market. 

IV. CONCLUSION 

This system, designed for the iron and steel industry, will 
contribute to the need for fast and accurate counting in 
production in many sectors that make mass production in the 
country and abroad. Considering the studies in this field in our 
country and in the world, it is seen that there are a limited 
number of companies in the world and there is no work in this 
field in our country. This study is a study on automatic 
counting of steel bars using the image processing method in 
the first stage, and only the design and method were 
determined in this study. Experiments have not yet been 
conducted. Results from the experiments will be presented 
later.  
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Abstract— Remote sensing data has played vital role in land-

use/land-cover applications. Many machine learning methods 

have been proposed to obtain different land cover classes. In this 

paper, we investigated the capabilities of two classifiers with 

object-based segmentation for land cover classification from 

high resolution multi-spectral images. First, graph-based 

minimal spanning tree segmentation was applied to segment the 

original image pixels into objects. From each object a set of 

spectral, spatial and texture features were extracted. These 

features were then used to train and test the artificial neural 

network (ANN) and support vector machine (SVM). The 

proposed method was evaluated on a dataset consisting of high 

resolution multi-spectral images with four classes (tea area, 

other trees, roads and builds, bare land). The experiments 

showed that ANN was more accuracy as it scored average 

accuracy of 82.60% while SVM produced 73.66%. Moreover, 

when postprocessing using majority analysis was applied, the 

average accuracy improved to 86.18%.  

Keywords— land cover classification, support vector machine, 

artificial neural networks, graph-based segmentation 

I. INTRODUCTION 

Today, digital image processing and machine learning 
approaches are combined to derive useful information from 
images. One of these research areas where these are used is 
the extraction of land cover from remotely sensed images. 
Land cover are physical areas on the soil surface forests, 
wetlands, streams, bare areas, impermeable surfaces on the 
soil, areas form the land cover. Various methods are used to 
extract land cover from images obtained by remote sensing 
systems. NDVI (Normalized Vegetation Difference) and 
classification methods are commonly used to vegetation 
information. NDVI is a measurement that uses the plant's 
viability by exploiting its greenness information. This 
measurement is made by the difference between near infrared 
(NIR) reflected by vegetation and red light absorbed by 
vegetation. NDVI is always between -1 and +1. The other 
objects such as water body, roads, bare soil etc. can also be 
distinguished using the NADI information as it approaches -
1. The value of NDVI closer to + 1indidates more dense, green 
and healthy vegetation. 

The main objective of land cover classification is to group 
objects with similar spectral properties. The classification 
process can be generally be pixel-based or object-based. Pixel-
based classification is performs analysis using each pixel. This 
classification method has been used extensively until the 

2000s. Image resolution has increased with the development 
of remote image sensing systems. Accordingly, the object-
oriented classification method has been developed. In this 
classification method, the segmentation (image segmentation) 
process is applied to the pixels where pixels' color, frequency, 
brightness, neighborhood etc. are used to group similar pixels 
into objects. Thus, instead of individual pixels, these objects 
are taken into account. SLIC (Simple Linear Iterative 
Clustering), Mean-Shift, K-Means are among the main 
algorithms used for segmentation [1]. 

The most commonly used methods for classification are 
based on machine learning approaches. Machine learning 
techniques can be generally divided into two main categories 
as supervised and unsupervised learning. In supervised 
learning, a certain number of pixels in the image are tagged 
(labeled) and trained, and then these trained data are used for 
classification. Support vector machines (SVM), artificial 
neural networks (ANN), decision trees, maximum likelihood, 
random forests are among the main algorithms used for 
classification. In unsupervised learning, no labeling process is 
applied to the data. The system automatically tries to find the 
relationship between the data. 

Images taken with remote image sensing systems can be 
used in various areas after being classified. For example, land 
cover maps obtained after the classification process can be 
used in areas such as geomorphology, Geographic 
Information Systems (GIS). Thanks to these maps, scientists 
can track changes on the earth and produce solutions to any 
problem that may arise. Therefore, these maps are currently 
needed. 

In our study, we investigated two well-known supervised 
approaches for land cover classification: SVM and ANN. 
Both spectral and spatial features were derived from the high 
resolution images and fed into the classifier to obtain four 
different land cover classes: tea area, other trees, roads and 
builds, bare land. 

II. LITERATURE REVIEW  

This section highlights some of the developments made in 
the field of remote sensing for land cover classification using 
various artificial intelligence techniques. 

In [2], authors examined the accuracy, configuration, 
speed and capacity ratios of some supervised learning 
algorithms (SVM, Random Forest, Logistic Regression, etc.) 
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used to classify spectral data on hyperspectral data. It has been 
observed that SVM is successful on hyperspectral data. 

[3] studied the extraction of hazelnut trees from high 
resolution orthophoto maps. They compared object and pixel-
based classification techniques. The SVM algorithm used for 
object-based classification produced more successful results 
than the maximum likelihood algorithm used for pixel-based 
classification (Overall accuracy SVM: 85.99%, ML: 75.83%). 

Similarly, in [4] supervised learning algorithms SVM, 
artificial neural networks (ANN) and random forests were 
used for classification of ground cover (tea trees, other trees, 
bare areas, impermeable surfaces). Accuracy rates for tea trees 
were 87% for SVM, 89% for YSA and 86% for RF. 

Chen et al. made a land cover classification with object-
oriented super resolution mapping (OSRM) method for the 
mixed pixel problem (edge pixels of areas where areas differ 
in the images). As a result of their experiment, it has been 
explained that OSRM produces more land cover details for 
mixed objects [5]. 

Pipaud et al. discussed the classification of alluvial fans 
using mean-shift method for segmentation and SVM for 
classifier in object-oriented classification. As a result of the 
study, they concluded that mean-shift and SVM-based 
classification is an effective method for the description and 
classification of a certain place shape [1]. 

In their study, Zhu et al. Classified the hyperspectral image 
using the General Adverserial Network (GAN) method, which 
basically consists of two neural networks. As a result, it has 
been found that GANs give better results than traditional 
neural networks [6]. 

Junior et al., using eCognition and WEKA software, 
classified soybean plantations using geographic object-
oriented image analysis (GEOBIA) and data mining, and an 
accuracy rate of 76% was achieved [7]. 

Ruiz and authors developed the Iterative K-Nearest 
Neighbors (IKNN) technique to classify images obtained by 
unmanned aerial vehicles (UAVs). This technique gave 90% 
accuracy compared to SVM and traditional KNN [8]. 

Shi and authors SVM conducted a study on the mapping 
of remote sensor images. To better examine the effectiveness 
of SVM, the Gwinnett County area, which is a complex land 
use and composed of different land covers, was used as the 
study area. In the study, SVM and MLC, one of the traditional 
classifiers, were compared for land cover classification. It has 
been observed that both methods make correct classification 
for the classification process in certain land cover categories. 
However, it has been observed that the classification accuracy 
of SVM method exceeds MLC in classes with complex pixels 
and classes with similar spectral properties. As a result, they 
confirmed that SVM performed better than MLC, one of the 
classifiers widely used in the remote sensing community [9]. 

Rudrapal and authors Samson performed a classification 
process on the hyperspectral data set. In order to better 
understand the data, clustering was first performed with K-
Means, one of the unsupervised learning techniques. Then, the 
classification process was made with SVM. In the 
classification made on a total of 4 classes as soil, water, plant 
and human structures, the overall accuracy rate was found to 
be more than 90%. It has also been observed that SVM gives 
good results on a poorly trained hyperspectral data [10]. 

Kalkan and authors compared pixel-based and object-
based classification methods using IKONOS imagery. 
ERDAS image software was used for pixel-based 
classification and e-Cognition software for object-based 
classification. They obtained an overall accuracy rate of 
92.91% for pixel-based classifier and 98.39% for object-based 
classification [11]. 

Gürcan and authors made a land classification using 
Göktürk-2 satellite images. Comparing the Least Squares 
method and the Maximum likelihood algorithm, they obtained 
an average accuracy of 96.51% and 83.13%, respectively [12]. 

Ustüner and authors conducted a study on land cover / use 
classification of LANDSAT-8 satellite imagery. Within the 
scope of the study, SVM, random forests, KNN machine 
learning algorithms were used for classification process. As a 
result of the classification, SVM algorithm gave the highest 
accuracy rate (96.2%) [13]. 

III. DATASET AND MEHODS  

A. Dataset 

Rize province, where tea plants are grown extensively, 
was chosen as the study area. Studies have been carried out on 
5 multi-spectral images, approximately 7164x9360 in size, 
obtained by remote image sensing systems. The images were 
taken using airborne UltraCam-X digital aerial camera with 
30 cm ground sample distance (GSD). These data were 
obtained EMI Group Inc. The images shows that there are 
dense tea areas, other trees, uncultivated bare areas, roads and 
buildings (Fig. 1). 

 

Fig. 1. A small portion of a sample image used in this work 

B. Train Dataset 

In order to classify in supervised learning, data must be 

trained first. For each class small patches were extracted 

consisting of a number of pixels. These patches were obtained 

from randomly selected two images by visual inspection. The 

areas were selected in such a way that they represent the 

respective classes without overlapping. The sample numbers 

of educated classes are given in Table 1. 

TABLE I.  TRAINING DATASET SELECTION 

No Classes Training Samples 

1 Tea Area 14 

2 Other Trees 15 

3 Roads & Builds 14 

4 Bare Land 14 
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C. Classification  

From each image, a set of spectral and spatial features 

were obtained and then these feature vectors were fed into the 

classifier for classification. Instead of obtaining features 

based on each pixel, we first employed graph-based minimal 

spanning tree segmentation to transform to an object-based 

representation and then from each object features were 

derived. This not only reduced the number features but also 

obtained more discriminating features for each object. In this 

study, two most widely used classifiers were investigated: 

SVM and ANN. These classifiers have also used commonly 

for the classification of remotely sensed images. 
SVM is a non-parametric supervised classifier. It does not 

require the distribution information of the data but it needs the 
labels to train the data. SVMs have proven to be powerful 
algorithms as they can process high dimensional data with 
even limited number of trained data [2], [10]. SVMs are based 
on binary classification by creating a hyperplane at maximum 
distance between the members of two groups on the same 
plane. SVM can be applied to linear and nonlinear data. 
However, in data that are not separated linearly, the data is 
made linearly separable in a high dimensional area by using 
the kernel function. Polynomial kernel and Radial Basis 
function (RBF) are examples of kernel functions. In our study 
we employed RBF kernel for its efficiency and robustness and 
SVM tries to maximize the margin using following equation: 

where alphas are Lagrange Multiplies, K(x, y) is kernel 
function and C is cost. 

ANN is another non-parametric supervised classifier that 
is also widely used in classifying remotely sensed images. 
This model, inspired by the human brain and nervous system, 
can produce solutions to complex nonlinear classification 
problems. In this work, a three-layered feed-forward neural 
network model was used with input, hidden, output neurons. 
The input neuron has fixed number of neurons as matching the 
input vector while the output layer has just 4 neurons 
representing each class. The number of neurons can be varied 
and in our case 200 neurons with single layer produced 
optimal results. Moreover, sigmoidal activation function was 
used for the neurons in the network.  

IV. EXPERIMENTAL RESULTS 

To make land cover classification from multi-spectral 
images, we first prepared training examples for each class. 
Since the classification accuracy is based on training 
examples, we made our choices in clear spectral regions that 
are not complex. The number of samples we selected for each 
class are summarized in Table 1. The reason for the small 
number of samples is to answer the question of what 
classification accuracy can be achieved with little training 
data. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. (a) Unclassified Image, (b) SVM Classification Result, (c) ANN 

Classification result, (d) Majority analysis map applied after the 

classification process. 

A K-fold cross validation was applied for validation of the 
model. The dataset was partitioned into K sub-data sets. 
During training process, a single sub-data is used for 
validation while rest of the data is used for training. This 
process is repeated K times and errors were calculated for each 
iteration. Finally, the total errors are estimated for validation 
by averaging all the errors in overall all repetition. This way 
the model is trained using all the training examples. 
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The supervised classifiers generally require tuning of 
some parameter values. For SVM two parameters were 
obtained by empirical method: cost and gamma. The gamma 
kernel function value was set to 0.333 while cost was set to 
250. Similarly, for ANN the learning rate was set at 0.2, 
momentum at 0.9 and number of neurons at the hidden layer 
were set to 200 while keeping other parameters constant.  

After the models were trained, the final test images were 
presented for producing the final land cover maps. The results 
obtained for each classifier were post-processed to improve 
the accuracy of the classification. These techniques include 
morphological opening and closing to remove small holes 
within objects and to create a smooth boundary between 
different classes. Moreover, the obtained binary maps were 
passed through a majority analysis step to further improve the 
classification accuracy. The main objective of majority 
analysis is to assign a pixel to the dominating class in the 
neighborhood. The classification map generated obtained 
after the majority analysis is shown in Figure 2 (d). 

Table II summarizes the results obtained for SVM and 
ANN classifiers. The average accuracy for SVM and ANN 
was 73.66% and 85.10% respectively. The overall results 
indicate that ANN was more effective for land cover 
classification compared to the SVM classifier. Similarly, for 
each class, the accuracy obtained for ANN was better than 
SVM. The results obtained for tea areas and other trees 
remained low for the SVM classifier. This can be ascribed to 
the spectral similarity between these two classes as both has 
similar vegetation index but their texture was different which 
was not captured by SVM in some cases. The application of 
majority analysis produced highly satisfactory results which 
produced 88.18% average accuracy for all classes. Moreover, 
the accuracy for each class was also higher thank both SVM 
and ANN classifiers. These results indicate that majority 
analysis as a postprocessing step is useful for obtained higher 
classification accuracy for land cover classification. 

TABLE II.  THE CLASSIFICATION ACCURACY (%) OF THE CLASSIFIERS  

Classes 
Used Classifiers 

SVM ANN Majority Analysis 

Tea Area 68.43 82.08 88.63 

Other Trees 69.67 80.04 83.46 

Roads and Buildings 71.06 79.25 82.38 

Bare Land 85.51 89.01 90.25 

Average 73.66 82.60 86.18 
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V. CONCLUSION 

 In this study, the problem of land cover classification from 
remotely sensed multi-spectral images is investigated. The 
spectral and spatial features were combined and used two 
commonly used supervised classifiers (SVM and ANN) for 
classification. Four classes of interest were defined (tea areas, 

other trees, road and build areas and bare land). Moreover, we 
selected relatively a smaller number of training samples 
compared to the test samples to fit the natural settings of the 
environment. The experimental results showed that ANN was 
more effective than SVM in terms of accuracy for each class. 
Moreover, the postprocessing using majority analysis 
increased the overall accuracy of the classification. 

No doubt, the proposed method has certain limitations 
such as there were misclassifications between tea and other 
types of trees due to spectral similarity. As a future study, we 
will focus on applying automatic features extraction using 
deep learning-based approach, such as convolutional neural 
networks (CNNs). This approach will help obtained highly 
discriminative features that will ultimately help increase the 
classification accuracy. Moreover, as deep learning requires 
larger training data, therefore, we will prepare more training 
samples with labels for each class.  
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Abstract - With the advancement and development of 

communication technology, the Internet of Things 

(IoT) has become the focus of attention and attraction 

for many in terms of home automation. The Internet 

of Things is used to control and monitor devices and 

keep an eye on the home environment through the 

home automation system. Therefore, this paper 

provides a flexible, low-value and energy-efficient 

environmental monitoring tool wi th an intuitive 

interface based on the Internet of Things (IoT). The 

network server built into NodeMCU is used to access 

and control tools remotely either locally or globally. 

The tools are managed online or through a smartphone 

app that supports WIFI and mobile  network (LTE / 

4G) through access to a cloud hosting server. Provides 

a unique protocol for viewing and controlling the home 

environment over more than one switch. To  

demonstrate the safety and effectiveness of this device, 

the instruments are combined with medium switches, 

power components, temperature and humidity sensor, 

gas sensor and notification system with the proposed 

processing device. The proposed system can easily and 

efficiently control IoT based devices for home 

automation and support home safety through 

autonomous operation, energy saving and ensuring the 

required comfort and safety for residents. 

 
Index terms - Home Automation System, IOT Device 

Cloud, NodeMCU (ESP8266), Web Page, Voice Control, 

Smart Phone. 

I. INTRODUCTION 

    Modern technology in the 21st century has 

provided a huge leap in the world of 

telecommunications and the Internet. This 

facilitated communication and the transfer of 

information freely and contributed to the expansion 

of communication between individuals and groups. 

All thanks to the smartphone and the Internet, which 

provided all the requirements to achieve the field of 

smart control. With the help of these two 

mechanisms and automatic control of the house, it 

was possible. Now we can control all electrical, 

electronic and other devices using smart phones. he 

human continued to seek comfort requirements for 

mankind, Smart home has become the focus of 

attention of scientists and engineers to work on 

building an integrated house in order to provide 

comfort and safety necessary for humanity. 

    As technology advances and develops, machine 

learning has acquired a very important pathway to 

discover human behavior, activity, and its broad 

potential in computing systems, including smart 

home environments. Which works on algorithms 

created by many researchers who study human 

activity and its environment inside the smart home, 

but these algorithms suffer from a lack of accuracy 

and knowledge of possibilities. This results in a 

lower resolution rate with less noticeable samples. 

Implementing a learning algorithm and feature 

selection is a major challenge for the many 

parameters that depend on it, as well as the activities 

to be defined and the nature of the database[1]. 

    Internet of Thing (iots) is a major topic of our time 

and in our daily life. This led to a historic shift in 

technology, industry and engineering in all respects. 

This technology is embodied in a wide range of 

tools, sensors and systems that intelligently connect 

across the network. This overall advancement in iots 

has set new standards for technology and data 

systems. Iots have changed our daily lives and the 

way we live in many ways. New iots products, such 

as internet devices, power management devices, and 

automation components, take us to the vision of a 

"smart home" that aims to provide intelligence, 

comfort and safety inside the home. Iots further 

development and progress in the health field, which 

it has promised to provide within the smart home for 

the elderly and the disabled to provide the necessary 

health services at a low cost. Access to the Internet 

of Things has become widely available to 

newspapers, articles and the Internet, as it raises 

many issues and challenges that must be addressed 

in order to achieve the desired goal [2]. 
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Some technologies have supported the smart home 

in many respects, which helped its progress and 

development. As an internal localization technology 

that enables us to find and track people through the 

Universal Mobile Telecommunications System 

(UMTS) [3]. 
Green energy sources are a great alternative to 

energy in our daily life, such as rechargeable 

batteries, photovoltaic (PV) energy, fuel cell (FC) 

and wind turbine (WT) [4]. The advantages of these 

technologies are numerous, such as saving energy, 

lowering electricity bills, and reducing pollution. 

This technology helped the smart home by securing 

the permanent power of the system to operate it, 

storing energy and providing it for use when 

necessary. 
    The iot platform is an all-in-one service that 

provides users with the things they want to bring 

online. It can assist millions of simultaneous device 

connections without difficulty and allowing the user 

to configure devices for machine-to-machine 

communication [5]. With the widespread and 

development of electricity and electronics inside the 

home and the great advancement in information 

technology, many different home automation 

technologies have been used to control remote 

devices such as fans, televisions, music players, air 

conditioners, lighting, etc. It is controlled by mobile 

devices using a short-range interface such as, 

Bluetooth, WIFI, ZigBee and GSM module [6] [7] 

[8]. These technologies provide communication and 

control of home appliances within a certain range 

and do not allow users to monitor their homes from 

outside. Although these systems provide comfort, 

energy efficiency, and safety, they have limitations 

in the scope of communications and functions. 

The Internet of Things enables people and things to 

communicate anywhere, anytime, and with anyone 

using any network or service. Automation is the 

focus of Internet of Things technologies. Through 

environmental control and monitoring of energy 

consumption in buildings, schools, museums and 

offices using different types of sensors and motors 

that control lighting, temperature and humidity [9]. 

    The main division of the home automation system 

is the microcontroller. Wi-Fi based node controller 

(NodeMCU) is an open source platform that is used 

here as the main controller. The NodeMCU is 

mainly used to collect information and data obtained 

by sensors and upload the data to the IoT server. 

Also, this unit receives orders from users via 

computers / mobile smartphones to perform tasks 

[10]. 

  The NodeMCU (ESP8266) is like any other 

development board like Raspberry Pi or Arduino. It 

is handled and programmed on the Arduino 

program, which supports an Integrated 

Development Environment (IDE) for coding and 

uploading to the NodeMCU. With the help of this 

unit and the connection to the cloud computing 

servers, we can control and monitor the home from 

anywhere in the world, here it does not matter the 

distance, location or country you are in, we can 

simply access the home control interface from 

anywhere and see the developments, the system 

contains smart features that alert us By sending 

notifications if there is anything suspicious in the 

home such as fire, gas leak or theft, we can know the 

status of all devices connected to the system. 

    In this paper, we present a low-cost wireless 

controller to control and track the home 

environment. The wireless NodeMCU and the built-

in internet server are used to access and control all 

devices through only one interface, which is used 

from any device, be it a smartphone or laptop. 

Through this interface, all devices and sensors are 

controlled and monitored. The interface requires you 

to create your own account for security and to gain 

acceptance into the device when opening the 

platform. Voice activation of switch software has 

also been integrated to help mainly to the elderly and 

the handicapped. 

II. BACKGROUNDS AND RELATED 

WORKS 

A.   MOTIVATION AND PROBLEM STATEMENT 

    Home automation provides many benefits such as 

ease of access, security, comfort, safety, 

entertainment and low power. Numerous studies and 

projects have been conducted to solve problems of 

home automation systems. Most of the current 

systems are not suitable for users due to their high 

cost and difficulty in maintaining. Current systems 

also lack many technologies and unfriendly 

accesses. And there are some systems that do not 

consider the safety and security, it is a very 

important aspect of any smart home to avoid risks. 

Most of the systems currently available have limited 

local connectivity and insufficient functionality and 

features like ZigBee, Bluetooth, and Wi-Fi. 

    The used systems are classified into two main 

categories in the market, which are local and global 

control systems, each with its own characteristics 

and advantages, as the local systems rely on limited 

wireless communication within a certain range and 

limits for smart home monitoring and control. As for 

global control systems, they provide great 

advantages for controlling and monitoring over the 

Internet, whether internationally or locally, via a 

smartphone or laptop. 

    In order to control and monitor the smart home, 

an efficient and easy user interface is required. To 

address the above problems and reduce limitations 
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on home automation, the current study provides a 

cost-effective and efficient integrated control system 

for remote and proximity control over the Internet.  

    Home automation makes our life easier and more 

convenient and allows for reduced energy 

consumption. 

 Turn on appliances remotely (fan, water 
boiler, etc.) 

 Schedule devices to run at specific times 
(TV, lights, air conditioner, etc.) 

 Monitor your energy consumption.     

 

B.   RESEARCH CONTRIBUTIONS 

    The main contribution of this study includes 

developing and improving smart home automation 

systems, introducing a low-cost system and making 

it more flexible and efficient by providing the best 

services to the user. The system monitors home 

conditions and controls home appliances through an 

easy and comfortable way over the Internet at any 

place and time. Our study adopted the following 

goals and contributions: 

1. Designing a miniature model for the smart 

home to facilitate access to devices, 
monitoring and controlling them through 
the Internet of Things gateway, and using 

the NodeMCU unit as a precise unit to 
connect the devices to each other and 

enable us to connect the system to the 
Internet. 

2. An easy and flexible webpage and 

application created to access and control 
home appliances and the ability to 
continuously monitor environment. 

3. Providing the system with an e-mail feature 
to alert us when risks appear. 

4. Adding the super user feature that allows us 

to add new users to the system. 
5. A full study of the proposed system has 

been made in terms of speed of response to 
commands and rate of energy 
consumption. 

    There is a fundamental aspect of the Internet of 

Things that increases the reliability of devices to 

manage and control them. Like any other system, 

hardware sometimes fails. In our present system we 

regularly maintain and monitor devices and in case 

something goes wrong, it gets fixed perfectly. 

    The biggest challenge is designing a machine 

learning algorithm that will study human behavior 

and activities within the smart home environment to 

provide the best service to the user and give him the 

most appropriate choice upon request and the 

necessity of automatic response to the system. This 

is all done by automating activity recognition by 

placing unobtrusive sensors and other devices to 

monitor users and study their behaviors within the 

smart home. Implementation of this algorithm is 

very difficult nowadays due to the difficulty of 

human behavior, the complexity of human life, and 

the constant noise inside the home. 

    Future work that I aim to work on is to create a 

machine learning algorithm that will study human 

behaviors and activities in order to provide the most 

appropriate options and services and provide an 

automatic response to some issues. The ability to 

distinguish the system for the best option and the 

need for a database that fully supports this work. 

    The proposed model is based on the Internet of 

Things. The system supports Wi-Fi calling for local 

control and iot cloud for remote control from 

anywhere in the world, monitoring the home 

environment via the web platform, and the ability to 

receive notifications in case of danger. Connecting 

to the system is either through Wi-Fi or cellular 

communication to access and control the user 

interface through a smartphone or laptop. 

NodeMCU is used as a microcontroller and Wi-Fi as 

the communication protocol. NodeMCU was 

programmed using (IDE) software. This program 

writes the codes and uploads them to the console. 

Any device and sensor can be combined with a smart 

home automation system to track and monitor the 

home environment and activities. The system works 

wirelessly, whether through Wi-Fi or cellular 

connection to send and receive data. The system 

provides safety and comfort to users, especially the 

elderly and the disabled. 

C.   RELATED WORKS 

      The smart home system is a very important 

historical and qualitative leap in human life, as it 

moved humans from one reality to another, allowing 

them to control and monitor all devices and the 

surrounding environment through only one 

interface. The smart home has many features such as 

voice control of home appliances and control via 

specific platform through a smart phone or laptop, 

the smart home can improve comfort, safety and 

energy management. The smart home helps the 

elderly, people with chronic diseases and the 

handicapped by providing them with a comfortable 

and safe environment.  

    The smart home collects all the existing devices 

and sensors in a smart way to facilitate dealing with 

them and providing the services required of them in 

the most efficient and flexible way, which is 

accessed through a comprehensive platform for all 

devices that we want to control through a local or 

global wireless connection through an Internet 

connection. This platform is accessed by 

smartphones and laptops in an easy way by logging 

in to the user for complete privacy and protection. 

The smart home has many features such as perimeter 
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monitoring, safety, comfort, remote control, and 

alarm in case of danger such as fire, theft or gas 

leakage. The Internet of Things is a relatively new 

type of development, based on the computing and 

advanced communication technologies of the 

Internet. 

It is expected in the near future to obtain an 

integrated smart home that secures all the user 

requirements quickly and proficiently, and here we 

mention some previous studies related to this field, 

and a large number of studies dealing with the topic 

of smart home. Hence, these are some studies that 

are relevant to our topic. 

    In [11] [12]    Here, the Bluetooth module and the 

GSM module are used to control the sensors and 

devices at home using the smartphone through a 

specific application. The Bluetooth module was 

used by connecting it to the Arduino unit to access 

and control devices within the range and limits of 

the house. The GSM module was used either by 

connecting it to the Arduino module or a 

microcontroller to access and control devices by 

receiving and sending text messages informing us of 

the condition of the house and its operating 

environment. This feature supports remote control 

within the country. 

    In [13]  [14] Here, WIFI has been used as the 

communication protocol to access devices and 

provide required information And control it using a 

smartphone and the Internet, this system relies on 

the Internet of things for safety, energy management 

and security. The devices are accessed and 

controlled via a specific platform. 

    In this reference [15], The Raspberry Pi unit was 

used to control the devices by sending and receiving 

email via Gmail to start and stop the devices, this 

process is done by processing and reading mail to 

carry out commands. 

    In this reference [16], A ZigBee Module was used 

to interact and communicate with network devices 

to control and monitor them. This technology works 

through several elements as the moderator is 

responsible for initiating and controlling the work on 

the network. It also stores information about the 

network, which includes information about 

protection and approved broadcast centers. As  for 

the routers, they are responsible for dynamically 

expanding the network, providing a copy of the 

router settings, and providing Fault Tolerance 

technology, which means that other devices do not 

stop when one of the devices stops. As for the 

devices, they are only the devices that receive and 

transmit only. 

    In this reference [17], Here the NodeMcu module 

was used to control the devices through Wi-Fi 

connectivity via smartphone using the Adafruit 

platform and with the help of IFTTT which provides 

the web-based service. The audio recording feature 

was used to control and execute the information by 

voice control. 

    Some studies related to smart home systems have 

been reviewed and summarized, and the limitations 

and barriers affecting home automation systems in 

general have been reviewed. Our current system 

aims to bypass the current limitations and develop 

the system in terms of efficiency and flexibility. 

 

The table below shows the comparisons between our 

system and other smart home automation systems . 

 

Fig. 1 Comparisons with Internet of Things system 
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III. SYSTEM DESIGN AND 

IMPLEMENTATION 

    The proposed system uses WIFI and telephone 

services to connect to the Internet and access the 

control platform. The system includes a smart home 

web page, network server and NodeMcu as the main 

console that connects and controls devices by 

receiving and sending information and data from the 

user platform. The proposed smart home system 

includes various capabilities such as user 

authentication, fire and safety system with siren 

indicators, alarm notifications, and automatic home 

appliance management. The main objective of the 

system is to control and monitor the proposed 

devices from anywhere in the world and from any 

country. In our proposed system, voice control is 

used to access and control devices through specific 

voice commands. Voice control is one of the most 

important achievements of our time to facilitate 

access and assist users with special needs, the 

elderly and those with severe illnesses. The system 

is supported by voice control along with the 

proposed web platform to provide more powerful 

features for the proposed home automation system, 

and the NodeMcu small unit automatically 

communicates with the assigned server by 

programming this unit, to receive commands and 

send them for execution. 
Fig. 2 Smart home automation system architecture 

A. System Requirement 

 NodeMcu (ESP8266). 

 Web Page (PHP, MYSQL, HTML, 
jQuery). 

 Arduino Software (IDE). 

 Android application (Android Studio). 

 

    NodeMcu (ESP8266) provides flexibility for 

building an IoT based application which is open 

source firmware [17]. The NodeMcu Module 

(ESP8266) is the first choice for IoT applications in 

recent times, for several distinct reasons, the lower 

cost, and its features that support Wi-Fi. And it saves 

Nodejs, which takes little time in the account to 

perform the tasks. 

    The web page is programmed and shaped using 

the following applications and software (PHP, 

MYSQL, HTML, jQuery). An Android application 

was created via )Android Studio( linked to the web 

page for ease of access and control. The page was 

protected by logging in to the user to avoid piracy 

problems in order to provide the necessary privacy 

for the user, and the page was provided with voice 

controller to make the sys tem more flexible and 

efficient with manual control.The information is 

executed and processed by this page via a global 

server. The Arduino IDE program was used to 

compile the code. 

    The system is equipped with a feature to alert you 

in the event of something suspicious in the house, 

such as a fire, gas leak, or theft. The user is notified 

by sending an electronic notification of the existing 

problem. 

B. Working Models 

    Figure 3 shows how smart home automation 

works. As explained below, internet connection is 

required as a prerequisite for accessing and 

controlling a smart home. The user accesses his 

smart home through the created web page. 

 
 Fig. 3 System flow on the smart home automation system 

 

    First, the smart home is controlled via the web 

page or application that has been linked to the page 

to facilitate user access to control and monitor the 

smart home. Controlled here by voice control and 

manual control of the user page. The user has been 

assigned an access code for security purposes, which 

is required by the web page for security and privacy, 

and to prevent unauthorized access to the smart 

home. 
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    After verifying the success of the connection, the 

user will be able to access and control his devices 

through the web page or the application. Here a 

connection is established between the web page and 

the NodeMCU smart home automation main 

console. The page control functions include 

ON/OFF switches for home appliances and the voice 

control to control by giving voice commands and 

monitoring the environment through sensors that 

display what you read such as temperature, 

humidity, movement, fire detection, gas leaks, and 

others. Which is displayed directly on the web page. 

The user is notified through the arrival of an email 

when a problem occurs within the home to solve it 

and provide safety and protection for the smart 

home. 

    A new feature called Unique Username has been 

added. This feature allows us to add a new user who 

can access and control smart home systems by 

logging in with a username and access code to 

access the web page or app for control and 

monitoring. Here the super user is added by the 

system owner or the project founder. The advantage 

of this addition is that it allows many people to 

become users of the system within the same house, 

such as wife and children, through their own phones. 

If anyone is busy, others stay aware of what is 

happening in the home and control and monitor 

devices. Users also receive an email alerting them if 

there is a danger inside the home. 

    In this paper, a small example of a main controller 

designed for a smart home is covered. Existing 

devices (led and dc motor) and sensors (temperature, 

humidity and gas sensor) were connected to the 

NodeMcu main control unit, and then were linked to 

an IoT server to access and execute commands. The 

figure 5 shows the connection of devices and sensors 

to NodeMcu. 

    The user controls the proposed home automation 

systems through the web page or the application. 

The user can control the devices manually through 

the ON/OFF buttons and through the voice control 

by executing voice commands. Sensors alert us to 

the occurrence of a danger by sending an e-mail to 

the user. We can augment and connect any devices 

and sensors in this proposed design and control 

them. 

    Through Relay, we can connect any electrical 

device in the house in order to control it through the 

control interface and continuously monitor devices 

such as the refrigerator, heater, air conditioner and 

fans, etc. 

    The system has been studied and followed in 

terms of speed of response to specific commands 

and rate of energy consumption. The system 

responded successfully and completely in terms of 

quick execution of orders, and the power 

consumption was very low. Most of the information 

and studies that have been submitted to the system 

through the data sheet for each device and through 

immediate monitoring by calculating the time that 

the system takes to execute the orders. Hardware 

response times to commands are very approximate. 

The figure 4 shows power consumption and system 

response. 

 
Fig. 4 The rate of energy consumption and response to 

commands in the system 

 

The information provided to the devices and sensors 

and their energy consumption in the system as 

shown in the data sheet is as follows: 

 

1. Temperature and humidity sensor response 

rate (MQ-2). 
Relative Humidity: Response time  1/e               

(63%)25℃ 6s  

                                                               1m/s Air 6s 

Temperature: Response time  1/e (63%) 10S 

Electrical Characteristics:  

Power supply: DC 3.3～5.5V 

Supply current: Measure 0.3mA Standby 60μA  

Sampling period: Secondary Greater than 2 seconds 

2. Gaz sensor (DHT11). 

Response time  3 second 

Electrical Characteristics: 

Power supply: DC 4.9～5.1V 

Supply current: Measure 0.3mA Standby 60μA  

3. NodeMCU (ESP8266). 
Response time jumps from 0.03 to 1 second if 

incoming POST payload is >1024 bytes  

Electrical Characteristics: 

Operating Voltage: DC 2.5 V ~ 3.6 V  

Operating Current Average value: 80 mA 

4. Active Buzzer (LTE12)  
Response time  from 2 to 3 second 

Electrical Characteristics: 

Rated Voltage: DC 3～5V 

Rated Current (MAX): 30 mA 

5. Led (T-1 3/4). 
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Response time  from 1 to 2 second 

Electrical Characteristics: 

Rated Voltage: DC 5V 

Rated Current: 30 mA 

6. Toy DC Motor 
Response time  from 1 to 2 second 

Electrical Characteristics: 

Operating Voltage: 4.5V to 9V 

Current at No load: 70mA (max) 

Loaded current: 250mA (approx) 

No-load Speed: 9000 rpm 

 

 
Fig. 5 Internal architecture of the controller unit 

 

IV. EXPERIMENTAL RESULTS AND 

VALIDATION 

    In this section, system functionality results are 

displayed and verified from the applicable model for 

home automation systems. Thus, the NodeMcu 

module (ESP8266) successfully controls the devices 

and sensors (LED, DC Motor, temperature humidity 

sensor and gas sensor) through the created web page 

which enables us to access and control the devices 

either by manual control ON/OFF or via Voice 

control. 

    The proposed system allows us to access and 

monitor devices from anywhere in the world using 

an Internet of Things device cloud. The system was 

tested with manual and voice ON/OFF commands to 

operate the devices from another country via the 

user interface (web page) or the application. The 

system works successfully and efficiently, the 

system displays on the user interface the temperature 

and humidity inside the house through the sensor 

(DHT11), and the gas and smoke sensor (MQ2) 

senses the risks in the event of a gas leak or a fire 

inside the house and works efficiently through the 

experience by setting the alarm ( BUZZER) when 

we are at home and if we are outside the house an 

email is sent to alert us of the dangers. 

    The superuser feature has been verified and has 

fully worked by adding new users to the system to 

access and control the devices through their own 

username and password. Only the owner of the 

system or program creator can add a distinguished 

user when he wants to. 

    The project presented a completely successful 

business in terms of efficiency and flexibility of use. 

The commands were executed through manual 

control and voice control to access the system and 

ease of control through the web page or the 

application. The system provides assistance and 

comfort in controlling and monitoring the home 

environment for the elderly and the disabled. 

 

V. CONCLUSIONS AND FUTURE WORK 

    This study presents a flexible and cost-effective 

IoT home automation system. The actuators and 

sensors were connected to the NodeMcu to 

continuously control and monitor it through the web 

interface, or the application created to access and 

control devices from anywhere in the world, which 

in turn updates the data to the IoT server. The home 

environment is monitored through the data that is 

updated on the web page via a smartphone or laptop. 

An email is also sent to inform us if there is a danger 

inside the home for safety and security purposes. 

Devices are controlled easily and efficiently through 

the web page, either by manual operation ON/OFF 

or via voice control. The results of this study are 

promising, and additional actuators and sensors can 

be added to the system, and the security, safety, 

intelligence and comfort of the user at home can be 

increased through the developed system, and we can 

benefit from developing this model to market it in 

the future due to its low cost and ease of use. And 

saving the energy source through green energy 

which is a great alternative. Such as rechargeable 

batteries, photovoltaic (PV) power, fuel cell (FC) 

and wind turbine (WT). 
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Abstract—Waste management is one of the major problems of
the modern cities. Increasing the effectiveness of the recycling
processes helps to reduce the amount of the waste needed
to store, to improve the quality of life in the city, and to
preserve economical values. Modern neural network-based object
detection methods are used to automatize the recyclable waste
segregation. In this paper, we proposed a novel waste localization
and classification method that works on video streams of uncon-
ditional environments. The method uses a variant of Inception
architecture and faster R-CNN algorithm to detect the recyclable
items. Spatio-temporal information is used to enhance the clas-
sification accuracy on varying illumination and backgrounds by
adopting an object tracking algorithm. The experiments showed
that the proposed method achieves promising results on difficult
scenes and different kinds of recyclable objects.

Index Terms—Waste Management, Material Classification,
Object Detection, Object Tracking, CNN, Deep Learning

I. INTRODUCTION

The amount of garbage produced by cities has increased
significantly in recent years. Waste management has become
the biggest problem for many municipalities. Today’s effective
waste management approaches aim to reduce the amount of
waste that needs to be stored while recovering materials with
the highest economic value. Correct and efficient sorting of
recyclable materials is an important and difficult part of this
process. Generally, segregation of recyclable materials is done
manually, and this requires a large number of people to work
in unhealthy conditions.

It is known that modern artificial neural network-based
methods are quite successful for classification and detection
of objects. These methods, which can work efficiently on
commonly used hardware, have rapidly become widespread
and have found themselves many different areas of application
[1]. Some of these applications aim to solve the problems
of smart cities such as waste management. A comprehensive
review of recent automated waste segregation methods is given
in [2]. In [3], ResNet50, VGG16, and ResNet18 architectures
have been compared on ThrashNet dataset and they have

∗ Corresponding author: Ulas Vural, vural@visustek.com.tr .

achieved the best results while using the Resnet18. For 4-class
classification problem, the reported accuracy of the Resnet18
model is around 87%. To improve the accuracy of the ResNet
architecture, it is combined with the Inception architecture and
the accuracy of 6-class classification is improved to 88.6%
[4]. For the same dataset and the classification problem, Aral
et.al. have given a comparison of fine-tuned models based on
DenseNet121, DesneNet169, InceptionResNetV2, MobileNet,
and Xception architectures [5]. They have stated that the
DenseNet121 architecture has been the best with an accuracy
of 95%. Despite its high accuracy, one main disadvantage
of DenseNet121 is a high prediction time. Changing the
connection patterns in the dense blocks increases the model
efficiency [6]. The models of all these studies are based on
simple image datasets which cannot mimic the natural scenes
for the waste segregation tasks. So, they require some special
devices to form plain and controlled backgrounds. Another
limitation of the mentioned studies is that they only deal with
a single object classification task on still images.

Waste localization and detection is generally a more com-
plex problem than the classification. Faster R-CNN (Region
Based Convolutional Neural Network) architecture has been
used to detect three different classes (landfill, paper, recycling)
on a single still image [7]. The method has achieved the mean
average precision of 0.682. It has not been tested on natural
images as it only works with images that have white plain
backgrounds. The method is based on ZF-Net which is rela-
tively simple so its results are limited to a three-class detector.
In a recent study, a solution for detecting garbage in video
streams with natural background is presented [8]. The solution
uses YoloV3 as a convolutional neural network to detect four
different types of waste. However, these types are garbage
bags, dumpsters, garbage bins, and garbage heaps instead of
recyclable materials. Another shortage of the method is that
it has been neglecting the temporal information in the video
streams.

In this paper, we proposed a novel method to detect recy-
clable materials in the videos that have natural backgrounds
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Fig. 1. Sample frames from our dataset with different backgrounds and lighting conditions

and varying illumination. Working on the challenging scenes
require to select a robust object detection method. Thus,
faster R-CNN object detection algorithm with Inception v2
architecture is preferred as the base object detector. Then, to
improve the classification accuracy of the selected method,
the detector is supported by a temporal voting window that is
obtained by a multi-object tracking algorithm. Experimental
validations show that the temporal voting considerably in-
creases the accuracy of the detector.

The rest of the paper is organized as follows: In Section
II, properties of our dataset is given in details. Section III
describes the proposed method including the explanation of
object detection model and the multi-object tracking algorithm.
Experimental validations and their results are presented in
Section IV and the paper concludes in Section V.

II. DATASET

Current public datasets for the waste detection are mostly
limited to still images with plain backgrounds. A method
which works on natural scenes needs to be able to cope with
complex background textures as well as with the variations on
illimunation. Because of this, a custom video dataset that well
reflects the natural environments has been created to train and
test the proposed method.

The dataset contains 50 videos from four scenes with
distinct backgrounds such as plastic rug, wooden, grass, and
concrete. In Figure 1, some sample frames from the dataset
are given. The videos in the set are at 10 fps and around
10 seconds long. The original resolutions of the videos are
3840x2160. All the videos have been downscaled to the
resolution of 960x540 for higher processing speeds and better
resembling the resolutions of commonly used surveillance
cameras.

The objects in the dataset are formed of four different types
of recyclable materials. These are cardboard, glass, metal, and
plastic. All the recyclable objects in the videos were manually
classified and their bounding boxes were marked. In Table I,
you can find the quantities of these objects and their material
types.

TABLE I
DESCRIPTION OF THE ORIGINAL DATASET

Material Type Original Data Augmented Data Total

Cardboard 2112 7458 9570
Glass 1197 5028 6225
Metal 3116 8941 12057
Plastic 1827 6573 8400

Data augmentation approach is adopted to increase the
number of samples. Objects obtained from the original video
frames have been synthetically located to the new frames with
some variations on their rotations, scales, and translations. Af-
ter the augmentation, the total number of objects are increased
to 28,000 while preserving the distributions of the material
classes.

III. METHOD

We will first give an overview of the proposed method here
and leave the details of the method to the subsections.

The method has two main parts. The first one is a neural
network based object detector and the second is a multi-object
tracker. For each video frame, the object detector finds all
recyclable items in that frame. Then for each detected item,
an object tracking algorithm decides whether the item is a
continuation of an existing object track or a view of a new
object. The tracker algorithm starts a new tracker routine for
each of the new item. The method decides the final estimation
of the object material types according to the frequencies of the
estimated labels for single frames inside a given time window.

A. Object Detector

Today’s state-of-the-art object classifiers are based on the
CNN (Convolutional Neural Network) architectures. These
architectures efficiently use GPUs, reduce complex and time-
consuming feature engineering efforts and achieve high ac-
curate classification results. In our method, we prefer to use
the Inception v2 architecture. This architecture reduces repre-
sentational bottleneck problem of the basic batch normalized
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Inception architecture and works more efficiently by using
factorization techniques [9].

Faster R-CNN algorithm offers high performance object
detection by using region proposals [10]. These proposals
are efficiently produced by a neural network and it replaces
slow selective search algorithm. In the proposed method,
we use faster R-CNN algorithm based on the Inception v2
architecture. This multi-object detector works on each video
frames independently and supplies intermediate information
to the object tracker. This information contains single frame
material estimations and the bounding boxes of the detected
objects. The object tracker uses this input to improve the
estimation quality.

B. Object Tracker

The proposed object tracker uses outputs of the object
detector as inputs. For each video frame, detector marks the
bounding boxes of detected objects. The tracker processes
these detected bounding boxes to extract temporal relations
of multiple objects. The tracking algorithm checks if there is
an overlapping between any detected bounding boxes in two
consecutive frames (Fig. 2). Separating axis test method is
used to determine the intersections between two rectangular
bounding boxes. If there is an intersection then the tracker
marks the current candidate as a continuation of a previously
detected object. Otherwise, the tracker starts to process the
candidate as a new standalone object.

Output of the Tracker for Frame n Output of the Detector for Frame n+1

Object 1

Candidate 1

Candidate 2

Object 1 Object 2

Output of the Tracker for Frame n+1

Fig. 2. The tracker checks if there is an intersection between the bounding
boxes in two consecutive frames.

The tracker includes a voting mechanism to reduce the
effect of noisy classifications. For each standalone object, the
tracker forms a circular linked-list with the size of the temporal
tracking window. For each new frame, the voting list member
is filled with the estimation of the object classifier. Once all the
voting list is completely filled, the tracker presents a estimation
according to the estimation label with the highest frequency.
New estimations overwrite the oldest estimation in the voting
list if there is no free space.

IV. EXPERIMENTS

We have realized two different experiments to show the
effectiveness of our method. The first experiment aims to
show the relationship between the time window size and the

classification accuracy. In this experiment, we tried 6 different
window sizes. The results show that increasing the window
size always increases F1 scores and the precisions. In Table II,
the size of time windows and the achieved metrics are given.
When a window size is 1 than it means that the classifier
decides the final estimation by only considering the current
frame. Larger window sizes indicate that the final estimation
uses intermediate estimations of the previous frames through-
out the given time window. The last row of the table means that
the method uses as many intermediate estimations as possible
for an object to decide its final label. In other words, for this
situation the window size varies for the objects according to
their total tracking durations.

TABLE II
EFFECTS OF THE TRACKING WINDOW SIZE ON THE ACCURACY METRICS

Window Size Precision Recall F1

1 0.877 0.974 0.923
5 0.927 0.974 0.950
10 0.936 0.971 0.953
15 0.950 0.967 0.959
20 0.969 0.962 0.966
* 0.940 1.000 0.970

In the second experiment, we wanted to show the robustness
of our method against the variations in the training and the
test sets. Five-fold cross validation is used in this experiment.
For each of the validations, it took around 17 hours to train
a four-class classifier on a standard PC with a GTX 860M
graphics card. The hyper-parameters of the models have been
kept constant and not fine-tuned. During the training phase,
momentum optimizer is used with the learning rate of 0.00002.
The number of steps is set as 200,000 and the batch size is 1.
COCO pretrained weights were used while training the model.

Fig. 3. Sample frames where the proposed method successfully detects and
tracks the objects.

Some visual samples of the system output is presented in
Figure 3 and Figure 4 .In Figure 3, succesfully detected and

127



TABLE III
RESULTS OF 5-FOLD CROSS VALIDATION

Window Size 1 10 20 *
Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1

Train-1 0.95 0.98 0.96 0.98 0.98 0.98 1.00 0.97 0.99 0.98 1.00 0.99
Train-2 0.95 0.97 0.96 0.98 0.97 0.98 0.99 0.96 0.97 0.98 0.98 0.98
Train-3 0.92 0.98 0.95 0.96 0.98 0.97 0.99 0.97 0.98 0.98 1.00 0.99
Train-4 0.95 0.99 0.97 0.97 0.98 0.98 0.99 0.98 0.99 0.98 1.00 0.99
Train-5 0.94 0.97 0.96 0.99 0.97 0.98 1.00 0.96 0.98 0.98 1.00 0.99
Average 0.94 0.98 0.96 0.98 0.98 0.98 0.99 0.97 0.98 0.98 1.00 0.99

(a) (b)

Fig. 4. (a) The proposed method detects the object but misclassifies it. (b) The system cannot detect the object.

classified objects are given. You can also see the tracking path
of the objects in these images. In Figure 4 (a), the method finds
and tracks the object but misclassifies it and in (b), you can
see the unqiue object which our tracker cannot find and track.
This is a transparent object on a complex grass texture.

In Table III, the result metrics are given for each of the
cross-validation folds and for different tracking window sizes.
The average F1 score hits to 0.98 for window sizes larger than
10. The results show that the method performs similarly on
different training and test sets.

V. CONCLUSION

A clean and healthy environment is an important asset
for all countries. Therefore, increasingly large budgets are
allocated for waste management every year. Effective waste
management will reduce costs and support the protection of the
environment and the health of living beings. In particular, the
correct collection of recyclable waste will make a significant
economic contribution. In the near future, it is expected
that wastes will be collected and separated by autonomous
machines. This may only be possible by accurately detecting
and classifying waste in natural environment.

In this paper, a system using modern artificial neural net-
work approaches and detecting recyclable objects in natural
scenes is proposed. The proposed method detects multiple
recyclable objects and offers high classification accuracy by
using the temporal tracking information. This method may
help automated devices to use motion based visual informa-
tion. Thus, a solution with high detection and classification
accuracy and low computational cost will be presented.

As future work, it is planned to test different models and
architectures for object detection and tracking. In addition,
studies will be carried out on the detection of wastes by UAVs.
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Abstract—With the continuous advancement of technology, 

people and machines can complement their specific skills to 

achieve effective results. In this sense, with the inevitable 

increase in the number of diseases that threaten human health, 

Decision Support Systems (DSS) are widely used in the medical 

field to help doctors making better clinical decisions. Among 

these diseases, such as tuberculosis and lung cancer are 

considered potentially serious infectious  and are among the 

top 10 causes of death in the world. This paper presents a  

medical DSS for tuberculosis and lung cancer diagnosis by 

using machine learning algorithms, such as the Support Vector 

Machines (SVM) and Artificial  Neural Network (ANN). 

Moreover, Borderline Synthetic Minority Over-Sampling 

Technique (Borderline - SMOTE) was also employed to 

increase the number of minor sample size. The experimental 

dataset used is taken from Diyarbakir chest diseases hospital. 

The obtained results proved the efficiency of the proposed 

system in helping doctors making the right decision and 

improving the quality of health care.  

Keywords—Decision Support Systems (DSS), chest diseases, 

tuberculosis, lung cancer, machine learning, Support Vector 

Machines, Artificial Neural Network. 

I. INTRODUCTION 

Machine learning (ML) is a branch of artificial 
intelligence which is able to create intelligent machines that 
think like humans and make some human tasks and decisions 
[1]. The machine learning techniques are used in many 
research area such as industry, medicine, banking, statistics 
to name just a few. 

Lungs are vital organs in the human body and vulnerable by 
many diseases, namely tuberculosis and lung cancer.  In 
fact, Tuberculosis is a contagious infectious disease that, 

primarily attacks the lungs and can damage other organs 
such as the brain [1]. This disease is caused by bacteria 
called Mycobacterium tuberculosis that transmits the 
disease from person to person by air [1]. According to the 
World Health Organization, tuberculosis is one of the ten 
leading causes of death worldwide. Indeed, it caused the 
deaths of 1.3 million people in 2017 [2]. Tuberculosis 

develops slowly and can be manifested by several 

symptoms like fever with night sweats, cough sometimes 

with a few bloodstreams, shortness of breath, pains in the 
chest, a state of fatigue, loss of appetite, weight loss, 
headache, presence of large ganglia [3].  
Another disease that attack lings is the lung cancer, which is 
the most dangerous of all cancer types [4] that initially starts 
in the lungs and, then can spread throughout the human body. 
It consists of uncontrolled cell division in the lungs. Doctors 
confirm that smoking is the principal cause of lung cancer 
but also passive tobacco exposure can also cause lung cancer 
for nonsmokers [4]. According to the World Health 
Organization last statistics, lung cancer caused the deaths of 
2.09 million people in 2018 [5]. Unlike other cancers, the 
lung cancer symptoms appear when the disease is in an 
advanced stage. Among these symptoms, the appetite loss, 
the voice changes, the frequent chest infections such as 
bronchitis or pneumonia, the breath shortness, unexplained 
headaches, the weight loss, the wheezing [6] Lung cancer 
treatments depend on three main factors, namely the tumor 
location, its stage and the person health state. Generally, 
surgery, radiation and chemotherapy are the main lung 
cancer treatment [6]. In medicine, doctors confirm that the 
earlier the disease is discovered, the greater the recovery 
chances. The different tuberculosis and lung cancer 
symptoms mentioned in this first section help doctors to 
make the correct diagnosis of these diseases and to start the 
necessary treatment. Despite this, the mortality rate in 
worldwide of patients suffering from chest disease is 
continually increasing. This situation can be explained by the 
possible diagnosis errors, doctor’s competence, the 
continuous appearance of new complicated diseases or the 
lack of means that can help doctors to make the right 
decisions.  

As a solution, in today's technologically advanced world, 
researchers are focusing on the use of artificial intelligence 
techniques to help doctors making the right decision in 
medical diagnosis on the right time. Among these 
techniques, ANN and SVM are used in the present paper due 
to their popularity. To increase the samples, Borderline-
SMOTE was also used to generate new samples. The main 
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objective was to remove the imbalance issue and increase the 
performance of the classifier. 

This paper is organized as fellow: Section 2 presents some 
previous works that focus on lung cancer and tuberculosis 
diagnosis by using some of machine learning techniques. 
Section 3 describes the machine learning algorithms used in 
this paper. The dataset, the proposed methods, the 
application developed and the obtained results used are 
detailed in Section 4. Finally, the conclusions are 
summarized in section 5.  

II. RELATED WORK 

 In the literature, many researchers have proposed 
various methods for lung diseases diagnosis. For instance, 
Udayakumar E. et. al [7] have designed an automated 
approach for predicting tuberculosis by using the SVM 
method. The authors employed two datasets have been used 
from Shenzhen Hospital, China and from Tuberculosis clinic 
of Montgomery County (USA). As result, the SVM has 
shown good performance by giving 82% as classification 
accuracy [7]. 

 In addition, Rehana Rajan and K. G. Satheesh Kumar [8] 
have proposed a hybrid classification system composed by 
two classification methods, which are the SVM and the 
Multi-layer Perceptron (MLP) to identify tuberculosis. The 
results have shown that the hybrid system is able to identify 
tuberculosis with an accuracy rate of 83.42% for the SVM 
method and with an accuracy rate of 74.61% for the MLP 
method [8].  

P.JohnVivek, and Swathika.S.R [9] have presented a 
method for tuberculosis identification by using the most used 
classifiers in disease identification, which are the K-Nearest 
Neighbors KNN , the Binary-SVM and the Multi-class 
SVM. The Multi-class SVM gave the best results 10 with an 
accuracy of 92%, followed by the Binary SVM with 89% 
and 75% by the KNN [9].  

Gayatri S Mahajan and Dr. S. R. Ganorkar [10] have 
proposed a new method based on SVM  for the tuberculosis 
detection in chest radiography. In this research paper, authors 
have included image processing field to extract feature from 
chest images, have applied the SVM method to classify the 
extracted features, than checked whether the patient is 
affected with tuberculosis or not. In this research paper, the 
authors have shown that the proposed system can efficiently 
verify the presence or not of tuberculosis with an accuracy of 
88% [10].  

Wafaa Alakwaa, Mohammad Nassef and Amr Badr have 
suggested a computer- aided diagnosis (CAD) system for 
lung cancer diagnosis by using Neural Network method [11]. 
The dataset used in this research was taken from Kaggles 
Data Science Bowl (DSB) and composed with  1397 patients 
computed tomography (CT) scan. The classification 
accuracy from this research has reached 86 %[11].  

Moreover, in [12], Raviprakash S. Shriwas  proposed a 
system for lung cancer prediction in its earliest stage by using 
Artificial Neural Network ML technique. The performance 
of the proposed system was very good and has reached an 
accuracy of 96%.   

In addition, in [13], Abdelwadood M. Mesleh have 
proposed a Computer-Aided Design (CAD) hybrid system 
that allow to detect the lung cancer by using three different 

algorithms which are  Multi-Layer (ML), Neural Networks 
(NNs) and the Independent Component Analysis (ICA). The 
performance of the proposed system has achieved an 
accuracy of 91%. Based on this literature review, it can be 
said that SVM and ANN algorithms have good performance 
in the medical field and specially in lung cancer and 
tuberculosis diagnosis.   

III. MATERIALS AND METHOD 

A. Data Set 

The dataset used in our research was taken from 
Diyarbakir chest diseases hospital. The dataset 27 include 
250 real record from patients distributed as follows: 100 
patient suffering from 28 tuberculosis, 100 patient suffering 
from lung cancer and 50 healthy patients. The dataset include 
the most 38 relevant attributes that can help doctors to easily 
identify the disease. For some attributes, the maximum and 
the minimum values are given to indicates the interval that 
can be accepted for non-infected patient. For example, the 
value of White Blood Cell (WBC) must be between 4-11. 
For other attributes, the value can be 0 which indicate the 
non-existence of the attribute and 1 mean the existence of the 
attribute, for 36 example the smoking addiction attributes is 
0 or 1.  

B. SVM 

SVM is basically a binary classification method, 
developed by Cortes and Vapnik in 1995 [14]. The main idea 
of SVM is to classify the membership of an entry into one of 
two classes separated by a hyperplane (Fig. 1). If the data are 
linearly separable, the hyperplane separates the two classes 
by maximizing the minimum distance between the data and 
the hyperplane.   

However, the majority of classification tasks are not 
linearly separable. To apply the SVM on such tasks, the data 
is first transformed into a higher dimensional space in which 
the data is supposed be linearly separable by using a kernel 
function. There are various kernel function, such as the radial 
basic kernel, polynomial kernel, linear kernel etc. Among 
these kernel functions radial basis and polynomial kernel are 
widely used. For more detail about the SVM refer to [15] and  
[16].  

 

Fig. 1. Hyperplane construction using SVM method for classification 

[17] 
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C. ANN 

Motivated from the working of the human brain, the 
ANN algorithms tries to mimic the similar behavior of the 
human brain. The first mathematical modeling tests of the 
human brain by the notion of formal neurons was carried out 
by W. M. McCulloch and W. Pit in 1943[18]. This concept 
was then developed into a full-fledged neural network 
method known as perceptron system in 1957 by Franck 
Rosenblatt, which consisted of a set of artificial neurons 
arranged in layers and interconnected by synaptic weight 
[19]. Such architecture of the neurons learns the patterns in 
the data similar to the way the human brain works. 

 As shown in Fig. 2, the perceptron is organized in three 
layers: the input, hidden and output layers. The input layer is 
a set of neurons carrying the input signal. The hidden layer(s) 
tries to extract the hidden relations between the variables. 
The number hidden layers and the number of neurons on 
these layers can be varied. The output layer consists of the 
neurons according to the number of the output classes for the 
target problem. 

The working of the neural network system is based on 
two phases: the training phase and the operation phase [19]. 
In the first phase, based on the knowledge extracted from the 
learning data, the synaptic weights of each neuron will be 
adapted to solve a particular problem. Once the training 
phase is completed, the ANN system produces the results 
based on knowledge gained from the training phase. 

 

Fig. 2. Multilayer Perceptron organization in ANN [18] 

D. Classification 

In our study, two classifiers which are the SVM and the 
ANN have been investigated. The overall workflow of the 
proposed method is shown in Fig. 3. Any supervised 
classifier requires training and testing data. Therefore, first 
we divided the data into test and train datasets. In fact, the 
train data represent two-thirds of the total data, and the test 
data represent one-third of the total data. Furthermore, 
analysis was performed to replace any missing attributes or 
invalid values. In such case, the attributes were replaced with 
the mean value of all the attributes in each set. Moreover, the 
data is labelled as shown in Table I.  

Finally, both classifiers were trained using the training 
data. For each classifier, we employed K-fold cross-
validation to use all the available data for training. The 
trained models were saved and then feed then with the test 
data. They model produced labels for all three possible 

classes which were then compared with real ground truth for 
evaluations.  

TABLE-I   CLASSES AND LABELS 

Case Abbreviation Label 

Tuberculosis TB 1 

Lung Cancer LC 2 

Normal NR 3 

 

 

Fig. 3. Tuberculosis and lung cancer diagnosis using ANN and SVM 

IV. RESULTS 

Several experiments were performed to evaluate the 
performance of the used classifiers. The following sections 
provide a detailed description.  

A. Experimental Setup 

Since, the supervised classifiers depend on several 
parameters, obtaining the optimal values for these 
parameters is crucial as they effect the classification 
accuracy of the classifier. Therefore, before applying the 
model, the optimal parameters for each classifier were 
obtained by applying an exhaustive grid search. The 
parameters that produced highest validation accuracy were 
used for final classification. In this study, SVM with radial 
basis function was used. It requires tuning of two most 
important parameters, the cost (C) and gamma (γ). The 
optimal values for these parameters were obtained by 
searching in a predefined range: 𝐶 ∈ { 𝑒−5 − 𝑒5 } while 
γ ∈ {𝑒−3 − 𝑒0}. The final values obtained for C was 275 
while γ was 0.15. Similarly, for ANN both momentum and 
learning rate were fine-tuned. Learning rate was empirically 
set to 0.1 and momentum was set to 0.7. Moreover, the 
maximum number of iterations were 1000 and two hidden 
layers each with 200 neurons were used. 

The method were conducted on Intel® Xeon® CPU E3-
1231 with 2.40GHz processing power and 32GB RAM, 
using with Matlab © Environment.  
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B. Evaluation 

Performance of the proposed methods were evaluated 
using the overall accuracy, precision, recall and f-measure 
metrics. These metrics were derived using True Positive (TP) 
which is the correct predictions, True Negative (TN) which 
is correctly predicted for wrong event,  False Positive (FP) is 
incorrectly predicted and False Negative (FN) correctly 
predicted for wrong event. These measures were obtained 
using following formulas: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

The obtained results for SVM and ANN classifiers are 
summarized in Table II and Table III respectively. As shown 
that both classifiers produced good classification accuracy 
for each class.  The classification results obtained by using 
the ANN model is relatively higher than the SVM for each 
class. The classification results for tuberculosis disease by 
using ANN is 97.68% while the SVM is 94.11%. The 
classification results for lung cancer disease by using ANN 
is 96.51%   while the SVM presented 83.37%. Similarly, for 
normal cases both ANN and SVM produced same result 
(97.68%).  

SVM produced the lowest accuracy for the LC class 
which achieved highest accuracy for normal patient class. 
While ANN produced consistently similar results for all 
three classes. In terms of processing time, SVM took 20 
seconds for training while ANN took 68 minutes for training. 
The testing time was same for both and was negligible 
therefore, we did not account for the testing time.  

TABLE- II    CLASSIFICATION ACCURACY (%) FOR SVM CLASSIFIER 

Class OA PR RC FM 
TB 94.11 94.65 91.36 92.97 

LC 83.37 85.36 84.3 84.82 
NR 97.68 98.36 96.36 97.34 

Mean 91.72 92.79 90.73 91.71 
*OA: Overall Accuracy, PR: Precision, RC: Recall, FM: f-score 

TABLE- III   CLASSIFICATION ACCURACY (%) FOR ANN CLASSIFIER 

Class OA PR RC FM 
TB 97.68 98.36 95.77 97.04 
LC 96.51 94.65 95.05 94.84 

NR 97.68 99.02 96.36 97.67 

Mean 97.29 97.34 95.72 96.52 
*OA: Overall Accuracy, PR: Precision, RC: Recall, FM: f-score 

V. CONCLUSION 

In this paper, a comparative analysis was performed 
using SVM and ANN classifiers for detection and diagnosis 
of tuberculosis and lung cancer diseases. The experimental 
results indicated that both techniques were effective to detect 
these diseases with high accuracy. These can be incorporated 
in a decision make system that can help the doctors to 
diagnosis tuberculosis and lung cancer with higher accuracy. 

Our results are in line with the state-of-the-art method for 
lungs cancer and tuberculosis detection. However, in future, 

we would like to further enhance the accuracy of the 
proposed method by integrating a deep learning-based 
approach such as convolutional neural networks.  
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Abstract — The Ubiquitous nature of smartphones has 

significantly increased the use of social media platforms, such as 

Facebook, Twitter, TikTok, and LinkedIn, etc., among the 

public, government, and businesses. Facebook generated ~70 

billion USD in 2019 in advertisement revenues alone, a ~27% 

increase from the previous year. Social media has also played a 

strong role in outbreaks of social protests responsible for 

political changes in different countries. As we can see from the 

above examples, social media plays a big role in business 

intelligence and international politics. In this paper, we present 

and discuss a high-level functional intelligence model (recipe) of 

Social Media Analysis (SMA). This model synthesizes the input 

data and uses operational intelligence to provide actionable 

recommendations. In addition, it also matches the synthesized 

function of the experiences and learning gained from the 

environment. The SMA model presented is independent of the 

application domain, and can be applied to different domains, 

such as Education, Healthcare and Government, etc. Finally, we 

also present some of the challenges faced by SMA and how the 

SMA model presented in this paper solves them. 

Keywords — Social media analysis, Natural language 

processing, Machine learning, Information retrieval, Data 

visualization. 

I. INTRODUCTION 

Merriam-Webster dictionary defines social media [1] as, a 
form of electronic communication, such as websites and 
applications used for social networking and microblogging, 
where users create online communities and groups to share 
information, ideas, personal messages, and other contents. 
Some examples of these platforms are Twitter, Facebook, 
YouTube, WhatsApp, WeChat, TikTok, LinkedIn, Wikipedia, 
blogs, and news. The ubiquitous nature of smartphones has 
significantly increased the use of these social media platforms 
among the general public. In addition to the general public 
these platforms are also, used by governments: to interact with 
citizens, analyze/monitor public opinion and activities, etc. 
[2]; and use by businesses: for e-commerce, marketing 
research, communication, sales promotions and discounts, and 
employee learning, etc. 

Modern businesses consider social media as a promising 
platform to effectively communicate with the targeted 
customers for conducting marketing and other promotional 
activities. As an example, Facebook (some of its popular 
social media subsidiaries also include WhatsApp and 
Instagram) generated ~70 billion USD in 2019 in 
advertisement revenues alone, a ~27% increase from the 
previous year [3]. This indicates, that social media platforms 
have become a significant portion of digital marketing and 
will play a major role in the coming years as well. 

The way people use and perceive social media defines 
their powers and practicalities. The use of social media can 
empower ordinary citizens to conceive ways to sustain the 
crisis. Coronavirus has restricted face to face social 
interactions, but due to the innovative use of social media 
(Facebook and Twitter), farmers in India can connect directly 
with their end customers, and are finding a way out of this 

crisis [4]. Social media has also played a strong role in 
outbreaks of social protests responsible for political changes 
in different countries [5]. 

As we can see from the above examples, social media 
plays a big role in business intelligence and international 
politics. Although social media contains text, images, and 
videos, for this paper we restrict the contents to only textual 
data and discuss the recipes (methods and procedures) only for 
analyzing the textual data. 

Social media analysis (SMA) is a set of techniques and 
tools to accumulate, aggregate, and systematize social media 
data to discover and provide significant patterns. The content 
found on social media platforms typically yields semi-
structured or unstructured text. This type of text lacks 
metadata and is difficult to analyze directly. It typically 
contains emails, instant messages, and documents, that are 
user-generated. Since the bulk of text on social media is semi-
structured or unstructured, we need to first convert this to a 
structured data, to manage and analyze and to make sense out 
of this text. To make decisions based on this data and its 
analysis (data-driven decisions) we want to present the 
analysis in a form that makes it easy to interpret. Techniques 
from different technical areas are used for this purpose, such 
as natural language processing (NLP), machine learning 
(ML), information retrieval (IR), statistics and data 
visualization (DV). 

II. INGREDIENTS 

Before giving the recipe for SMA, we first discuss the core 
ingredients (major technical areas), their terminologies and 
list some of their techniques to better understand the recipe. 
Here we just give a brief introduction to these areas. For a 
detailed discussion, review, and explanation, the reader is 
referred to the respective references for each of these technical 
areas given in this paper. 

A. Natural language Processing 

NLP [6], [7] is a branch of artificial intelligence and 
computational linguistics that deals with the processing of a 
natural language, such as English, Spanish, French and 
Chinese, etc. NLP is used to extract important information 
from natural language input and/or produce natural language 
output. Different levels/types of language processing in NLP 
are: phonology – interpreting speech sounds; morphology – 
words are composed of morphemes, the smallest units of 
meaning, such as preregistration is composed of the prefix pre, 
the root registration and the suffixation; lexical – meaning of 
words; syntactic – uncover the grammatical structure; 
semantic – meaning of sentences; discourse, meaning of text 
longer than a sentence; pragmatic – uncover extra meaning, 
e.g., the context in which the text is used. Different sub-
techniques of NLP are used for this purpose. Some of them 
are, lemmatization, part-of-speech tagging, parsing, 
morphological and word segmentation, stemming, and lexical 
semantics. Some of the uses of NLP are, named entity 
recognition, semantic analysis, opinion mining, topic 
segmentation, automatic summarization, and text-to-speech. 
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 There is a strong and natural relation between NLP and 
SMA. Therefore, techniques from NLP form the most 
important ingredients of SMA. 

B. Machine Learning 

ML [8], [9] is a branch of artificial intelligence that 
automatically makes predictions based on a mathematical 
model build from sample data also called training data. 
Different approaches used for learning from the training data 
are supervised learning – the learning is performed on labeled 
sample data; some of the algorithms used are, support vector 
machines, linear regression, Naive Bayes and decision trees; 
unsupervised learning – the learning is performed on 
unlabeled sample data; some of the algorithms used are, 
clustering and anomaly detection. 

The success of a learning algorithm depends on the data 
used. Therefore, ML techniques are data-driven and combine 
basic concepts from computer science, statistics, probability 
ad optimization. Some of the problems solved by ML are text 
or document classification, spam detection, network intrusion, 
fraud detection, and optical character recognition. 

Some of the terminologies commonly used in ML are: 

o Dataset – Items or instances of data that will be used for 
learning and evaluation. 

o Features – The set of attributes/properties associated with 
each sample in the dataset. 

o Labels – Classes or categories assigned to each sample in 
the dataset. 

o Hyperparameters – Parameters that are specified as inputs 
to the learning algorithm. 

o Training sample – Samples from the dataset used for 
learning. 

o Validation sample – Samples from the dataset used for 
selecting appropriate hyperparameters. They can be part 
of the training sample. 

o Testing sample – Samples from the dataset used for 
evaluating the performance of a learning algorithm. 

o Hypothesis set – A set of functions (algorithms) mapping 
features to the set of labels. 

The first step in ML is to randomly divide the dataset into 
training, validation, and testing sets. Next comes the 
association (selection) of features to samples in the dataset. 
The selected features are used to train the learning algorithm 
and tune the hyperparameters. For each value (set) of these 
parameters, a different hypothesis is selected from the set of 
hypotheses. In the end, the best performing hypothesis on the 
validation sample is selected. Finally, the prediction is made 
on the testing sample using the selected hypothesis. The 
performance of the algorithm is evaluated using different 
metrics. Techniques from ML also form the most important 
ingredients of SMA. 

C. Information Retrieval 

IR [10] is defined as a set of techniques that are used for 
finding information in the form of data (usually text) of an 
unstructured or semi structured nature that satisfies an 
information requirement from within large sets of data 
(documents). This large set of data is referred to as the 
collection or a corpus (a body of text). Some of the important 

IR models are Boolean, Vector Space, and Latent Semantic 
Indexing.  

A Boolean Model is a model in which documents are set 
of terms and queries are Boolean expressions. A typical 
Boolean model contains: a set of words, i.e., the indexing 
terms either present (1) or absent (0); a Boolean expression; 
Boolean algebra; a prediction, a document is predicted as 
relevant if it satisfies the query. Some of the properties of a 
Boolean model are: it only retrieves exact matches; it is a very 
simple model based on sets and is easy to implement; it does 
not provide the ranking of the retrieved documents.  

A Vector Space Model represents a set of documents as 
vectors in a common vector space. The queries are considered 
as vectors in a high dimensional Euclidean space. The 
similarity of vectors (a document vector and a query vector) is 
computed using the cosine similarity (cosine of the angle 
between them). Different techniques are used to rank the 
retrieved document, such as term frequency, document 
frequency, and collection frequency. Some of the properties 
of a vector space model are: it is a simple model based on 
linear algebra; it allows partial matching; it provides the 
ranking of the retrieved documents.  

A Latent Semantic Indexing Model is an extension of the 
vector space model and analyzes the relationship between a 
set of documents and the terms (words) they contain. Latent 
semantic indexing assumes that words that are close in 
meaning will occur in semantically similar texts. A term 
document matrix is used to store these similarity values, which 
can be queried to retrieve specific documents. A term 
document matrix is a 2D matrix that lists the frequency that 
each term occurs in the documents. The terms are assigned 
weights using TF-IDF, which assigns more weight to the rare 
terms. To lower the dimensions and noise, a low-rank 
approximation [10] is applied to the term-document matrix. 
This new low-dimensional matrix is then queried to retrieve 
specific documents. 

IR models select and(or) rank the document that is 
retrieved by a query. Therefore, techniques from IR are mostly 
used for accumulating the data and form an important part of 
the ingredients of SMA. 

D. Data Visualization 

The ability of humans to remember pictures (visuals) far 
better than words/texts [11], [12] makes humans more visually 
inclined. It is easy for them to understand and consume certain 
information in a visual form than words/text. Therefore in 
today’s data-driven world, DV [13] is very critical to 
efficiently and aptly communicate with humans. DV deals 
with representing the data graphically. A graphic mark 
represents a data value or a set of data values. This mapping 
helps communicate information clearly and efficiently to the 
users. We can divide these quantitative mappings and 
relationships into seven types [14]: 
  

o Time-Series – Instances of one or more measures at 
equidistant points. A line chart may be used to 
represent such a relationship. 

o Correlation – Comparison between two variables to 
see if they tend to move in the same or opposite 
direction. A scatter plot may be used to represent such 
a relationship. 
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o Ranking – Data values ordered by size or intensity. A 
bar chart or heat map may be used to represent such a 
relationship. 

o Part-to-Whole – Data values representing parts of a 
whole. A pie or bar chart may be used to represent 
such a relationship. 

o Deviation – Data values compared against a 
reference. A bar chart may be used to represent such 
a relationship. 

o Distribution – Count of a variable in a given interval. 
A histogram or a boxplot chart may be used to 
represent such a relationship. 

o Geospatial – Comparison of data values across a map 
or location. A network chart may be used to represent 
such a relationship. 

o Nominal Comparison – Comparison of discrete 
values with no particular order. A bar chart may be 
used to represent such a relationship. 

A typical data visualization process includes: Data Import 
– extract data from the source; Data Preparation – prepare the 
data for visualization, e.g., normalizing values and 
interpolating missing values; Data Manipulation – select the 
data to visualize, e.g., filtering, joining and grouping; 
Mapping – map the data to geometric primitives, e.g., points 
and lines; Rendering – transform the geometric data into 
visual depiction. Techniques from DV form the final critical 
ingredients of SMA. 

Figure 1 lists some of the techniques used in each of these 
areas. We only listed the core techniques here. The reader 
interested in getting more details and explanations about these 
and other such techniques is referred to the respective 
references given in this paper for each of the technical areas. 

III. RECIPE (MODEL) 

We present in Figure 2 a high-level functional intelligence 
model (recipe) of SMA that synthesizes the input data and 
uses operational intelligence to provide actionable 
recommendations. This model also matches the synthesized 
function of the experiences/learning gained from the 
environment. The model/process of SMA is divided into three 
steps (components). 

 

1. Data Identification — Data analysis is as good as the data 
we are searching in. Therefore it is very important to 
identify the proper data sources to evaluate. In this step 
we are basically answering the questions about whose 
opinions or ideas/thoughts we are interested in, where the 
conversations are happening, and do we need to just look 
in the current or past (when) conversations. 

2. Data Analysis — After collecting the data, now we want 
to answer some questions related to the data, such as what 
are the opinions of customers about a certain product of a 
company, or how to rate the evaluations/ratings of public 
about a politician running for the presidency of a country. 
As mentioned before social media platforms yield semi-
structured or unstructured text data. We first convert this 
to structured data and then perform analysis making sense 
out of this data and trying to answer the questions related 
to the data. 

3. Information Interpretation — So now we have performed 
some analysis on the data. How to interpret this analysis, 
or present it in a form that helps people make some 
important decisions. For example when, where and what 
information to disseminate to increase the exposure of the 
prospective customers to a company’s products. 

 

 

Fig 1. List of some of the core techniques used in each of the technical 
areas (NLP = Natural language processing, ML = Machine learning, 
IR = Information retrieval and DV = Data visualization) discussed in 
section II. Reader interested in getting more details and explanation 
about these and other such techniques is referred to the respective 
references given in this paper for each of the technical areas. 

 

Depending on the type of analysis, the SMA model shown 
in Figure 2 uses one or a combination of techniques from the 
technical areas discussed in section II. Some of these core 
techniques are listed in Figure 1. A complete use case of this 
SMA model is given below. 

For example, to increase the sales of a company we would 
like to analyze and evaluate the customers’ and consumers’ 
views about the company’s products and services. As the first 
step in the SMA model presented in this paper, we will 
identify the data. Depending on the presence of the company 
on different social media platforms, this step may include 
retrieving relevant information from Twitter and Facebook, 
etc. In the second step we will perform data analysis. It may 
involve performing opinion mining and trend analysis using 
different (syntactic and semantic) NLP techniques. Different 
ML techniques will be used to learn from the opinions and 
trends of the customers and consumers. As a result of this, we 
will get the most important opinions and trends, which will be 
used by the company’s executives and managers to make 
important decisions to increase the sales of the company. As 

135



the last step, the results will be visualized, using different 
visualization techniques, to ease the comprehension and better 
decisions by executives and managers. These decisions may 
involve changing, updating, and removing some of the 
company’s products. 

 

 

Fig 2. A functional intelligence model of Social Media Analysis 
divided into three major components, data identification, data 
analysis and information interpretation. IR = Information Retrieval, 
NLP = Natural Language Processing, ML = Machine Learning and 
DV = Data Visualization. 

 

A. Applications 

In this section, we give some applications of the SMA 
model, i.e., how this model can be used in some of the 
different domains. Here, we just describe three of them. 

a) Education: For data identification and retrieval, we 
would like to take observations, interviews, and the 
analysis of a participant’s products such as articles, 
blogs, and writeups on social sites, opinions shared 
on, for example, Twitter, Facebook, and Instagram. 
For instance, if a school administration wants to find 
the difficulties the teachers and students are facing in 
the old curriculum, what are their pain points and 
which topics are causing worry. Also, we can target 
the audience from specific groups such as students 
from schools, colleges, or universities. We can 
analyze this data using different techniques as 
described in Figure 1. This way, at a much quicker 
rate we might get the feedback than the traditional 
process of adapting a lot of evaluations. As a result, 
we will get opinions for those topics which are 
causing frustration for students and teachers. These 
opinions and issues will be used by higher authorities 
in the administrative department to visualize whether 
all the questions and considerations have come to a 
productive point before planning new strategies. 
Similarly, SMA can also help in determining the topic 
of interests that can help educators to develop more 
personalized learning programs. 

b) Healthcare: SMA can be applied for enhancing the 
health and safety of the public and to support 
important issues regarding healthcare, welfare, and 
social safety of the society. As an example, for data 
identification and retrieval, public health 
organizations can track posts that talk about the health 

of people and can get a sense of the severity of the 
symptoms in real-time. In another case, we can track 
conversations to know how the public is responding 
to emergent health issues. To get the general public 
thinking we would use social data while applying 
SMA. By monitoring the public talks, we can 
positively respond to a situation for instance, if we are 
facing an outbreak, so by putting more resources to 
deal with spreading health problems. As a final step, 
social data gives a track to collaborate and finalize our 
findings and to measure perception about the illness. 
We can analyze this data using different techniques as 
described in Figure 1 and get a real-time response 
from the health authorities. SMA can be used by 
health professionals to connect and engage their 
audience in real-time. Visualizing this analysis, they 
can influence and build strong relationships with their 
audience. 

c) Government: SMA has been successfully applied by 
governments to improve governance and to create a 
strong relationship with its citizens. For data 
identification retrieval, governments can build social 
communities such as a page on Facebook and a handle 
on Twitter, etc. This way conversations can be 
monitored to create better relationships between the 
government and citizens. As an example, a 
government put forwards a proposal and take a 
referendum approach where voters are asked to vote. 
For this purpose government would provide a 
questionnaire or at least two responses for yes or no 
just to analyze how intelligible the question is and 
how people would respond to these referendum 
questions. Easy to understand, clear, and to the point. 
The proposal will be analyzed and measured, such as 
considering a time frame, unit of measure, and what 
factors should be included. Finally, gathered data 
would be sorted out in a different way such as plotting 
or finding correlations or creating tables on an Excel 
sheet. There are other visualizing tools that are helpful 
in this context. Lastly, the researcher would interpret 
the findings whether the collected data answered the 
required question, or helped in defending objections 
and how. These questions would be of great help for 
the higher authorities for decision making, 
approaching better strategies, and to decide the best 
course of action. 

IV. CHALLENGES FACING SMA 

There are various applications and many advantages of 
SMA as discussed in this paper, but implementing a successful 
SMA is full of challenges. In this section, we briefly discuss 
some of these challenges and their solutions. 

A. Unstructured Data 

Unstructured data [15] is the raw data that is not 
categorized and is in different formats. It is commonly found 
in text messages. Making sense out of text (words not 
numbers) is very challenging. For example the word bad may 
mean good depending on the context, relationship and other 
variables. A correct semantic analysis, including word 
segmentation and relationship extraction, is required to 
properly understand the meaning of a word in such a sentence. 
Other techniques such as sentiment analysis, pattern 
recognition, and cognitive analysis are very helpful in solving 
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such problems. To solve some of the problems with 
unstructured data the SMA model presented in this paper uses 
such techniques from NLP and ML technical areas. 

B. Real-time Analytics 

One of the main purposes of SMA is to provide quick 
(real-time) meaningful insights into the data that percolates 
into an organization to affect strategic planning. Moreover, 
some of the data on social media changes instantaneously, 
especially when an event is unfolding. So to be effective, 
organizations, governments, and businesses should base their 
plans on real-time SMA [16], [17]. A high signal to noise ratio 
in social media data makes it difficult to perform and provide 
real-time analysis. Some of the solutions to this problem are, 
to use high-end machines, distributed systems, such as cloud 
computing, and parallelize the analysis as much as possible. 
The SMA model presented in this paper can be easily ported 
to a cloud computing environment, and the techniques used 
can also be parallelized to improve the speed of computation. 
Moreover, some of the social media platforms provide APIs, 
such as Streaming API from Twitter, to retrieve data in real-
time. 

C. Big Data 

The data on social media shares some of the same 
characteristics as of big data. Some of the common challenges 
of big data are [18]: volume – the space required for storage; 
velocity – the speed of data creation; variety – taking many 
different forms; veracity – data integrity and authenticity; The 
solution to some of these challenges are already provided by 
big data analysis techniques [19] and can also be applied to 
data on social media. 

D. Data Quality 

Evaluating the quality of the data on social media is always 
a concern for SMA. A lot of times the information provided is 
fake. Also, social media is cluttered with fake and duplicate 
accounts/profiles. Furthermore, the data may not reliable 
because of some exaggerations or extra information added (to 
make it more interesting for the readers) to the data. We can 
use similar techniques for evaluating the quality (believability, 
validity, and relevancy, etc.) of data on social media as applied 
to big data [20]. 

E. Visualization 

It is very crucial to visualize the data properly when 
correct decisions need to be taken quickly and efficiently. For 
effective disaster recoveries, a clear and concise 
representation of the data needs to be presented to the 
decision-makers in emergency management services. 
Traditional visual analysis methods only deal with structured, 
low volume, and uniform data. The volume, variety (different 
formats such as textual and geo-data), and fast-changing rate 
of social media data make it difficult to visualize. Recently 
different interactive and multimedia techniques [21]–[23] 
have been proposed to solve this problem. Social media data 
is noisy and lacks quality. Therefore, visual analytics methods 
[24] that help provide information about uncertainty and other 
quality issues will be in high demand. 

V.  CONCLUSION 

In this paper, we have highlighted the importance of SMA and 
presented a functional intelligence model to successfully 
implement SMA in any domain. We have also described its 
applications in different domains and some of the challenges 

faced by SMA. Currently, we are working on implementing 
this model. In the future, we will carry out an empirical study 
to apply this model in different domains and evaluate its 
effectiveness and performance using various metrics. 
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Abstract—Internet-of-Things (IoT) contains physically con-
strained devices which impacts on the security of IoT deploy-
ments. This can make them vulnerable to dedicated IoT attack
software such as Mirai and increases the attack surface available
to IoT malware developers. This article describes the functional-
ity, deployment and assessment of an adaptive IoT Honeypot for
Automated, Repetitive Malware (HARM). It presents findings
from the live deployment of HARM that uses reinforcement
learning to learn from attack interactions. It also demonstrates
that dedicated IoT honeypot datasets contain attack information
that is repetitive and automated. Standard honeypot deployments
have scripted responses which can terminate attack interactions.
This article enhances standard honeypots by exploiting malware
characteristics of automation and repetition. It identifies that the
learning evolution of HARM correlates with the discovery of the
entire attack sequence. It also uses the captured dataset to assess
reinforcement learning policies so as to optimise further HARM
deployments.

Index Terms—Honeypot, Reinforcement Learning, Adaptive,
Internet of Things

I. INTRODUCTION

The security of data collected and transmitted by Internet-
of-Things (IoT) devices depends on the physical resources
available to those devices. Full function devices (FFD) and re-
duced function devices (RFD) will have constrained resources
when implementing services such as security. This leaves them
vulnerable to compromise and increases the attack surface
for malware [1]. It is estimated that there will be over 20
billion IoT devices connected to the Internet in 2020 [2].
Large volumes of data processed by these devices give rise to
new challenges and privacy concerns [3]. Already attack code
specifically targeting IoT devices has been made available,
spawning new variants and using new attack vectors and meth-
ods [4]. Honeypots can play a reactive role in analysing the
methods used by new malware [5] but are typically deployed
to gather information for retrospective analysis. This can make
them redundant for rapid detection of new malware variants as
the data collection process is longitudinal [6]. New honeypot
methods need to be considered to adapt to the emerging
threat posed by increased IoT deployments. This article first
describes an IoT honeypot deployment. The resultant dataset
contains predominately repetitive data of automated malware
methods [7]. The article then describes the integration of
reinforcement learning into the existing IoT honeypot tech-
nology to exploit these characteristics, namely automation and
repetition. The resultant adaptive IoT honeypot, a Honeypot
for Automated, Repetitive Malware (HARM) is deployed to

attract and capture attack sequences targeting IoT devices. It
demonstrates that the adaptive IoT HARM uses these malware
characteristics to learn the best actions to take when interacting
with a known IoT bot. By doing so it expeditiously determines
the entire attack command sequence. The attack dataset is
then used to evaluate reinforcement learning policies so as to
assess the performance of HARM and optimise it for future
deployments. Our proposed state action space formalism is
designed to target automated and repetitive malware. Thus we
propose the following contributions over existing work:

• Demonstrate that the learning evolution of HARM, cor-
relates with key increases in attack commands and cul-
minates with the realisation of the entire attack sequence.

• The captured automated and repetitive dataset can be used
in a controlled environment to evaluate reinforcement
learning policies so as to optimise future adaptive IoT
HARM deployments.

• Q-Learning outperformed SARSA as a learning agent on
HARM, in controlled experiments.

II. EVOLVING IOT THREATS

As the Internet evolves to include IoT, society will be
connected in more valuable and relevant ways. A network
of combined devices can impact society with the deploy-
ment of sensors to monitor societal ecosystems. Optimising
power grids, controlling traffic flows, monitoring pollution
and urban environmental ecosystems create smart cities for
the betterment of its population. Heterogeneous technologies
will require integration at a physical level. Data collected
and collated will require transmission in a compatible format
and then collated in a manner that ensures relevant mining.
Information from IoT systems will come from a multitude
of sources. As well as smart objects from wireless sensor
networks (WSN) and industrial IoT installations, society itself
will contribute to the collection of data. Data captured will
require a communications stack built onto the electronics, to
transmit and receive as part of a network [8] and provide
reachability to all connected devices. Data, security and com-
munications all differ for smart objects within these compo-
nents. IEEE defines two device types that can participate in an
802.15.4 network; a full-function device (FFD) and a reduced-
function device (RFD). An FFD is capable of serving as a
personal area network (PAN) coordinator or a coordinator.
An RFD is not capable of serving as a PAN coordinator,
has minimal resources and memory capacity, and is intended
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for simple applications. Communications capabilities for smart
objects will range from very basic to highly complex. Security
measures implemented will depend on the objects processing
capabilities, leaving some objects more vulnerable than others.
Security of communications and data, and access and partici-
pation are critical components to IoT deployments. Encryption
techniques such as PKI are often too power and resource hun-
gry for IoT devices therefore alternatives need to be considered
[9]. Previous research on IoT honeypots highlight the diversity
of IoT objects [10]. Concepts such as smart cities give rise to
issues concerning the privacy of their citizens and the use of
data [3]. Information stored and communicated about location,
social activity and profiling need to be secure to engender trust
and promote the use of smart city applications. The diversity
of data from objects require secure storage and meaningful
integration [11]. All smart objects and user end devices
require the capabilities to securely exchange data between
each other, coordinating devices, gateways and subsequent
storage locations. All objects and communication channels
are open to probing and compromise. The US Department
of Homeland Security produced a risk assessment for cyber-
physical systems (CPS) in a smart city [12], highlighting
potential vulnerabilities for CPS as integral parts of smart city
infrastructure. The Industrial IoT (IIoT) Consortium published
a security framework and an approach to assess cybersecurity
in IIoT systems [13].

III. EVOLVING HONEYPOTS

A. Standard Honeypots

A honeypot is an analytical tool and its role is to deceive and
collect attack information. This information can be analysed
retrospectively to determine the modus operandi of attackers.
Honeypots can have low or high interaction. Provos [14] in
2003 presented Honeyd, an easy to deploy, low risk honeypot.
It details how to deploy virtual honeypots with different IPs
safely. Honeyd acted as a catalyst for the development of
further low interaction honeypots. Nepenthes [15] and Argos
[16] became very popular global honeypot tools. Honeypots
such as Kippo, provide backend databases to collect all ac-
tivity such as IP addresses, timestamp, attempts, interactions,
commands, downloads and executions [17]. Downloaded files
can be sandboxed and analysed [18]. After an attacker has
compromised a honeypot, it will attempt to interact in a
structured manner [19]. The initial engagement for an attack,
post compromise, is to examine the hardware and software
to determine if progression is relevant. On a live production
system, this will return the underlying architecture, CPU,
uptime, operating system, user privileges and further relevant
information. An attack sequence may then attempt to modify
the host system. On a honeypot, engaging the attack sequence
at this point prolongs activity. It then attempts to download,
install and run malware to complete the compromise. There
are often legal and ethical issues associated with operating
honeypots [20]. In a desire to gather as much information as
possible on attacker behaviour, a honeypot could allow the
execution of malicious code [21].

B. Adaptive Honeypots

The operation of standard honeypots highlights the need
for creating honeypots that prolong attacker interaction for
an optimum time period, without breaching legal or ethical
responsibilities. Machine learning techniques have previously
been applied to honeypots datasets for retrospective analysis
of captured datasets. Supervised and unsupervised methods are
used to model malware interaction and to classify attacks [22],
[23]. To be truly adaptive, a honeypot needs to proactively
engage with an attack sequence in real-time. The application of
machine learning for proactive engagement has not been fully
explored. Wagener [24] and Pauna [25] used reinforcement
learning to extract as much information as possible about the
intruder. Their honeypots were developed to engage a human
attacker by blocking commands, returning error messages and
issuing insults.

C. IoT Honeypots

The popularity of IoT deployments has attracted malware
targeting end devices [26]. Recently, the Mirai botnet spawned
multiple variants targeting IoT devices through various attack
vectors [4]. New IoT versions of honeypots are being designed
continuously to capture new IoT malware on different attack
vectors. IoTPot is a bespoke honeypot designed to analyze
malware attacks targeting IoT devices [27]. ConPot is a
SCADA honeypot developed for critical IIoT architectures
[28]. The repetitive and automated nature of the malware is
visible on a smaller dataset from a IoT honeypot [7]. ThingPot
[29], simulated vulnerable end devices. IoTCandyJar presented
as a range of industrial, commercial and end devices which
could be accessed across multiple attack vectors [30].

IV. AUTOMATION AND REPETITION

Honeypot deployments are longitudinal and the resultant
dataset contains large amounts of repetitive data. This allows
researchers to ascertain patterns in the behaviour over a period
of time. Global honeypots often operate for long periods with
a view to collecting large datasets. Temporal variances and IP
blocks provide interesting insight into the propagation methods
used by bots and botnets. This diurnal pattern was evident in
the captured dataset from an IoT honeypot deployed over 3
months [7]. The IoT honeypot simulated a ZigBee gateway
on a SSH attack vector. The attack types can be identified by
sandboxing the downloaded files, observing shell interactions
and consulting threat advisories. Attack types were examined
and collated and 99.6% of the traffic encountered on the
honeypot was automated. They were identified as Dictionary,
Recon, Failed, Launch commands, XOR DDoS and BillGates.
They demonstrated automated methods to gather information
on variables such as compilers, CPU and operating systems.

V. HARM METHODOLOGY

The development of HARM involves 2 stages:
• Implementation: Integrating reinforcement learning into

an IoT honeypot
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Fig. 1. Implementing and Assessing HARM

• Assessment: Deploying and assessing the performance
of HARM

Together these two stages use the very characteristics of
malware, automation and repetition to assess the performance
of HARM in order to improve subsequent deployments. Fig.
1 presents the 2 stages as a concept.

A. Implementation

Our proposed Honeypot for Automated, Repetitive Malware
involves the integration of reinforcement learning into the
existing IoT honeypot technology to exploit the automated
and repetitive characteristics of malware. The reinforcement
learning state/action space and reward function is designed to
increase the number of commands from the attack sequence.

Reinforcement learning is a machine learning technique in
which a learning agent learns from its environment, through
trial and error interactions. Rather than being instructed as to
which action it should take given a specific set of inputs, it
instead learns based on previous experiences as to which action
it should take in the current circumstance. Throughout its
deployment, HARM is considered to be a server environment
with integrated reinforcement learning and SSH as an access
point. Within this environment, the server has states that
are examined and changed with bash scripts. Examples are
iptables, wget and sudo. The reinforcement learning agent
can perform actions on these states such as to allow, block
or substitute the execution of the scripts. The environment
issues a reward to the agent for performing that action. The
agent learns from this process as the honeypot is attacked and
over time learns the optimum policy π*, mapping the optimal
action to be taken each time, for each state s. The learning
process will eventually converge as the honeypot is rewarded
for each attack episode. This temporal difference method for
on-policy learning uses the transition from one state/action
pair to the next state/action pair, to derive the reward. State,
Action, Reward, State, Action also known as SARSA, is a
common implementation of on-policy reinforcement learning
(3). The reward policy Q is estimated for a given state st
and a given action at. The environment is explored using a
random component ε or exploited using learned Q values. The

estimated Q value is expanded with a received reward rt plus
an estimated future reward Q(st+1, at+1), that is discounted
(γ). A learning rate parameter is also applied (α).

Q(st, at)← Q(st, at)+α[r+γQ(st+1, at+1)−Q(st, at)] (1)

As each attack is considered an episode, the policy is evaluated
at the end of each episode. SARSA is implemented with
ε-greedy policy = 0.10, discount factor γ=1 and step size
α=0.5. More detailed reward functionality and comparison
with previous research for HARM is available [31].

B. Assessment

The captured dataset can be used to evaluate the policies of
reinforcement learning. The command sequences in the dataset
can function as an input stream into the adaptive honeypot
within a controlled offline Eclipse development environment
1. The input stream is parsed by a Python action daemon to re-
flect malware interactions captured by the online deployment.
HARM was deployed on the Internet using SARSA (1). Sutton
and Barto [32] presents algorithms for both SARSA and Q-
Learning. Algorithm 1 shows that SARSA chooses st+1 and
at+1 prior to updating the Q function. Algorithm 2 shows Q-
Learning which first updates the Q function and then chooses
the next action based on the updated Q function.

HARM’s implementation of SARSA is provided by PyBrain
[33]. PyBrain is a machine learning library which provides
for the definition of the state/action space. Within PyBrain,
the implementation of Algorithms 1 and 2 are facilitated with
Python code as follows:

1www.eclipse.org

140



Fig. 2. Adaptive Honeypot Reinforcement Learning Selection

• Algorithm 1: self.module.updatevalue(self.laststate,
self.lastaction, qvalue + self.alpha * (self.lastreward +
self.gamma * qnext - qvalue))

• Algorithm 2: self.module.updatevalue(self.laststate,
self.lastaction, qvalue + self.alpha * (self.lastreward +
self.gamma * maxnext - qvalue))

For this code to function, the adaptive honeypot stores vari-
ables for the current state, action and reward. These are passed
to PyBrain to select the best action. This action is subsequently
passed back to HARM to perform that action and update the
Q function. As part of the assessment process, PyBrain also
provides for learning policies ε-greedy, Boltzmann Softmax
and State Dependent

HARM can import and use SARSA or Q-Learning from
PyBrain. It can also specify the ε-greedy explorer component.
These learning policies can be coded as pybrain.rl.explorers,
as seen in fig. 2. This flexibility within the controlled envi-
ronment provides for the assessment of the performance of
HARM. By modifying the variables (SARSA, Q-Learning, ε-
greedy, ε-greedy values, Boltzmann Softmax, State dependent)
within a controlled environment and streaming a captured
dataset modified to mirror malware methods, the performance
of HARM can be assessed.

VI. RESULTS

The adaptive IoT HARM was developed to generate rewards
on 75 states and is freely available [34]. Amazon Web Ser-
vices (AWS) EC2 was used to facilitate the Internet facing
honeypots. Kippo, PyBrain, MySQL and other dependencies
were installed on the adaptive IoT honeypot EC2 instance. It
was accessible through SSH for a period of 30 days (Nov/Dec)
and immediately started to record repetitive malware activity.
A standard Kippo honeypot was deployed simultaneously for
comparison purposes.

A. Learning Evolution and Attack Sequence Realisation

Initially HARM logged dictionary, bruteforce and failed at-
tempts. These are excluded as they represent pre-compromise
interactions. Thereafter it captured other malware traffic in-
cluding a Mirai bot variant which became the dominant auto-
mated and repetitive attacking tool, averaging over 5 attacks
per day.

HARM’s reward function is designed to prolong interaction
and by default, increase the number of commands in an attack
sequence (1). It calculated the reward values as it encountered

Fig. 3. Attack Command Sequence Realisation

each command in the attack sequence. These reward values
were extracted and collated for 100 distinct attack events. The
log files capturing the interactions as seen on fig. 1, highlighted
key points in the malware interaction. On the 8th, 12th and 17th

December for example, the adaptive IoT HARM substituted
a result for cat command, blocked a mount command or
blocked an echo command causing the interaction with the
attack sequence to increase. The honeypot continued to learn
until attack 60 when it allowed all commands in the sequence
to be executed (17th December). The adaptive HARM learning
was also affected by the other infrequent malware types also
encountered by HARM. This impacted upon the realisation
of the entire attack sequence for the dominant Mirai variant.
Fig. 3 presents the learning evolution and realisation of the
command sequence for this Mirai variant. A standard Kippo
honeypot was deployed at the same time and also encountered
the Mirai variant. It only ever executed the first 8 commands
in the sequence before interaction terminated. It is included in
fig. 3 for comparison purposes and demonstrates the improved
functionality of HARM in prolonging interaction, realising
entire attack sequences and ultimately capturing more relevant
datasets for analysis.

B. HARM Assessment

To compare the performance of SARSA and Q-Learning,
the dataset from section VI-A was streamed twice through
HARM in a controlled, offline Eclipse environment. The input
stream is parsed by a Python action daemon to reflect malware
interactions captured by the online deployment. For the first
streaming, the learner variable in fig. 2 was set to SARSA,
the second time with it set to Q-Learning. ε-greedy remained
constant at 0.1 for both. The honeypot captured the interac-
tions, actions and number of commands in the attack sequence
that represent transitions from s to st+1. These transitions
were collated allowing for the comparison of SARSA and
Q-Learning performance on the adaptive honeypot. Fig. 4
demonstrates the result of using two sets of variables (ε-
greedy=0.1 for SARSA and Q-Learning). SARSA performed
better initially having more interactions with the data stream.
However Q-Learning was the first to realise the entire 44
command attack sequence at attack 63 compared with SARSA
at attack 66.

The assessment process uses SARSA and Q-Learning with
a set ε-greedy value. This process could be expanded to
create combinations of SARSA, Q-Learning, ε-greedy, ε-

141



Fig. 4. Performance of SARSA and Q-Learning

greedy values, Boltzmann Softmax and State dependent. This
could be performed quickly in the controlled environment
to determine the optimum combination against a trending
variant. Subsequent timely deployments of HARM are then
optimised to adapt and learn from current trending automated
and repetitive malware.

VII. CONCLUSIONS

Malware operations are predominately automated and repet-
itive. Bots provide a mechanism to propagate, compromise
hosts and communicate with command and control (C&C).
Human social engineering may play a part in facilitating
infection of the end devices and botmaster communication.
But the global process of generating a botnet of compromised
hosts is highly automated and highly repetitive.

The design, deployment and findings of HARM presented
in this paper turn those very characteristics of automation and
repetition upon the malware itself. It identifies that these traits
can be used to facilitate learning on the adaptive IoT honeypot
and quickly realise an entire attack stream. There are many
tools that act as early warning systems for new malware such
as zero-day attacks. Intrusion detection and prevention systems
can flag and defend against anomalies. Honeypots have proven
efficacy in capturing and analysing emerging malware threats.
It has been pointed out that honeypots played a role in
originally identifying the Mirai bot. As more IoT devices
become connected to the Internet, new attack vectors emerge.
Constrained resources on intermediate and end devices provide
malware developers with a fertile ground for exploitation. To
counter this, new methods of detection need to be considered.
Methods that can expedite the analysis and identification of
attacks, will improve overall security of IoT deployments and
the Internet.

Further deployment and assessment are required to ob-
serve normal malware interactions, to determine if HARM
demonstrates improved functionality against all malware types.
Future work on HARM would also have it identify attack types
by initial command sequences, running separate reinforcement
learning processes for each type and maintaining multiple
reward datasets. The assessment of HARM identified Q-
learning as being more efficient when realising the entire
attack sequence, within a controlled environment. It would be
relevant for future work to see if this is specific to a particular

bot command stream or if this is the case for all malware
attacks.
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Abstract— In sports, cricket is a very famous game that being 

watched everywhere in the world. It has tremendous spectators 

everywhere in the world. One-day International (ODI) cricket 

matches are popular globally. The impact of ODI is increasing 

financial and sponsorship every year. Betters and bookmakers 

are interested in match outcomes. Our focus is to predict the ODI 

Matches. ODI matches have several features like pregame, in-

game, and post-game that affect the match outcomes: the venue, 

pitch condition, toss winner, toss decision, ground, host country, 

and dynamic strategies. We use the 2000 to 2019 ODI matches 

dataset. The dataset introduced some new features like Pitch 

Condition, Venue Familiarity, Winner Inning, Inning First, 

Inning Second. This study investigates machine learning 

classifiers to predict the ODI match outcomes. We applied 

machine learning algorithms such as Naïve Bayes, SVM, KNN, 

Random Forest, and Decision tree to generate predictive models. 

The experiment demonstrates that the model performs well in 

both instances, Result and Winner. In the decision tree and 

Random Forest result accuracy up to 98 %, SVM, Naïve Bayes, 

and Logistic Regression accuracy up to 87%,65%, and 67% 

respectively. It shows that the Random Forest and decision tree 

perform well in accuracy, precision, and recall compared to other 

Statistical Models. This predictive model will help the Gambling 

Industry, Sports Analysts, Reporting Media, and Cricketing 

boards to analyze the team performance.   

 

Keywords— Cricket Prediction, Data Mining, Sports Analytics, 

Supervised Machine Learning, Weka, Classification 

I. INTRODUCTION  

In Sports, Statistical Analysis is very important for 
analyzing the performance of the games. Many games are 
played in world tennis, football, cricket, and hockey, but 
cricket is the most crucial game in almost 106 countries [1]. 
Cricket is the 2nd most favourite game that is played after 
football matches. International Cricket Council (ICC) 
manages all cricket-related problems. The report shows 106 
countries is a member of ICC. ICC cricket fans range is 1.5 
billion across the globe.  

There are mainly three played formats, which are Test, ODI, 
and T-20 matches. T-20 matches consist of 20 overs, and this 
format is also famous in today's world[2].In ODI, we have 50 
overs matches between the two countries, and the result 
decides which team won or lose the match. ICC also manages 
the World Cup for ODI after five years. In the World Cup, 
only 10 top countries were allowed to participate in the event.  

Match Prediction is a very complex task because many 
factors change the match outcomes. Cricket Prediction helps 
the coach, bookmakers, bettors, and media for defining the 
strategy. One of the most important techniques used for the 
prediction of matches is Machine Learning [3].In Machine 
Learning, we have several independent variables such as 
pitch conditions, venue of the team, toss winner, toss 
decision, and winner innings. This whole process uses all 
independent features to train the model and then model 
evaluation on future matches to know the model 
effectiveness. Machine Learning[3] Models Effectiveness 
measured by Confusion Metrics, accuracy, precision, and 
recall score [4, 5]. 

 The main objective of this research is solving the question 

Can Machine Learning Models provide accurate results 
regarding cricket matches related to ODI matches? If so, 
which classifier is best in accuracy, confusion metrics, 
precision, and recall. To answer the research question 
defined above, we use classification methods such as Naïve 
Bayes, Random Forest, SVM, Logistic Regression, KNN, 
and decision Tree [6] to predict ODI matches. This research 
uses a 20 years dataset(2000 to 2019) that consists of many 
independent features that highly impact matches. Another 
important aspect of this research introduces new features like 
pitch condition (dry, dust, dead, green, bouncy), Venue, 
Toss, Winner Inning, and host country. All these features 
belong to prematch, in the match, and post-match attributes. 
The main reason for adding new features to our dataset is that 
most researchers use limited features, and their results do not 
provide higher accuracy concerning the state-of-the-art 
attributes. 

In the dataset, we have an attribute name ground, that the 
match has played. Basically, in this attribute, we find one 
more attribute pitch condition that contains 5 different labels. 
This attribute finds from different websites, ICC, Quora, and 
Google, that provide all 157 international ground pitch 
conditions; these pitch conditions have the highest impact on 
cricket matches. We use two datasets for prediction. Our 
target class is Result (Won/Lost) in the first dataset, and in 
the second dataset, our target class is the winner (14 labels). 
Previous researchers mainly focus on T20 leagues, support 
different franchises. But in this research, our focus is on 
finding those attributes that have the highest impact on ODI 
matches. This research mostly benefits Cricket fans, Coach, 
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Cricket Manager, the gambling industry, bookmakers, Sports 
analytics, and scholars who work in the sports area. 

This paper is mainly organized into five sections. In section 
2, we define the cricket game rules and the terms that involve 
in cricket. Also, discuss previous research work in cricket 
and Machine Learning Algorithm that apply in cricket 
matches. Section 3 defines the methodology of the research 
and discusses the new attributes added manually to the 
dataset. In section 4, we discuss the results and comparison 
between the techniques discuss in the Framework. In the 5. 
section, we discuss the conclusions 

II. LITERATURE REVIEW 

 In Sports, statistical analysis is very important for future 

predictions. Cricket is a very important game that was 

played in almost 102 countries in the world. Most 

researchers use data mining and Machine learning 

techniques to predict matches, but there is inconsistent data 

that the match-winner not correctly predicts. In sports, 

Analytics prediction is significant because everyone 

involves coaches, captains, fans, and the gambling industry. 

They propose a new method for the Pakistan team winning 

percentage against any team in the world. This paper's main 

point introduces a new attribute known as a consecutive win 

before matches [1]. This attribute increases the prediction 

outcome to 80%, But they mainly focus on the Pakistan team 

[1]. They use different Machine Learning Algorithms to 

Predict the Winner of IPL(Indian Premier League) and 

dataset use from 2008 to 2017. They use the Decision Tree, 

Random Forest, and XGboost.The results they acquire from 

the Decision tree is 76% Accuracy, and XGboost accuracy 

will be 91%, but this paper mainly focuses on the (IPL) [6].  

 

Kaluarachchi, Amal, and S. Varde Aparna primarily focus 

on Classification techniques such as (Bagging, Boosting, 

Decision tree, Naïve Bayes). They also provide the Cric AI 

tools that pick some of the factors that affect the ODI match 

outcomes and also use 8 different classifiers for prediction. 

It uses Weka tools for Knowledge analysis and prediction 

[7, 8]. The main issue of this work is they use only four 

attributes and do not provide the results. 

 

This paper uses a new methodology of the Indian premier 

league winner[6, 9]. They propose a Multivariate Linear 

Regression model for predicting the match; they also use 

new attributes like team strength. In team strength, they 

calculate all factors that affect the team or do not affect the 

team; these factors are considered in this paper [10]. Another 

research carried by Aburas, Abdurazzag A., Muhammed 

Mehtab is to predict the winner of the ODI Cricket world 

cup 2019 using Big data and the KNN Machine learning 

Algorithm [3] [10]. They use different datasets to predict the 

world cup winner, they use Player stats in England, and all-

rounder players, Best Bowlers, and collectively relate using 

R Language. 

 

In this research, the author Anik, Aminul Islam, Sakif [11] 

predicts individual player performance in cricket matches. 

They predict Tamim Iqbal scores in upcoming matches. 

They use different Machine learning Algorithms and feature 

selection techniques for determining the score of the player. 

This paper predicts the ongoing match prediction like 

predicting the match's score using Linear Regression, and 

they include some new factors like venue team, wicket left, 

and batting team. And the second most important prediction 

predicts the match outcome using Gaussian Naïve Bayes, 

and their accuracy is 91% They use the Weka tool for dataset 

Analysis[12]. In this research, the author Passi, K., and 

Pandey predict the player performance (batsmen and 

bowler). In the batsmen perspective, they predict how many 

runs in future games; in the bowler perspective, they predict 

how many wickets were taken and how many runs they 

solve using classification[13]. In this research, Kumar, 

Jalaz, Rajeev Kumar, and Pushpender Kumar predict ODI 

cricket matches outcome using the Decision Tree and 

Multilayer Perceptron Neural Network [11]. In the decision 

tree, they use only in-game attributes for the prediction of 

the match outcome.  

 

For measuring performances, these values were used 

accuracy, precision, and  f1 score [14]. This paper uses a 

limited dataset for 2013 to 2017 for prediction and only four 

attributes considered, and accuracy is 76%. In this research, 

Yasir, M., Chen, L., Shah, S.A., Akbar proposes a method 

for T-20 matches prediction they use some new features like 

ground statistics, team statistics, and player statistic. Firstly, 

predict before the match, secondly predict when the match 

is ongoing. It shows match prediction before the match gives 

correct result compared to the ongoing match its accuracy is 

85 % and 89%[15]. They show KNN is the best Learning 

Algorithm, and its accuracy is 71%,[16-18]. 

 

In previous research, we see that mostly work on T-20 and 

ODI matches. They mostly use pre matches attributes and 

in-game attributes. This research introduces some new 

features that impact matches like pitch condition (dry, dead, 

dusty, green, bouncy), team venue, and winner inning. In 

this research, we use feature selection techniques to combine 

machine learning models for evaluating the attributes that 

impact ODI matches. We use the combination of all 

attributes external, internal, and after a match (Winner 

Inning) use to predict ODI matches. We use five classifiers 

to predict matches and finally evaluate all models, and all 

results are compared using graphically in the next sections. 

 

III. RESEARCH METHODOLOGY 

In this chapter, we define the terms and proposed 

methodology for the prediction of ODI matches. This 

research uses Machine Learning Approaches to predict ODI 

matches and evaluates, which classifier best in terms of 

accuracy. We build a model that uses 14 features pitch 

(Dusty/Dead/Green/Bouncy/flat), Toss, Venue, Batting 

(First/second, Winner Inning) in our prediction model. Our 

main contribution is introducing new features like pitch 

conditions that impact on ODI matches. We study all types 

of pitches and describe the next section in detail. We use two 

target classes for Prediction (Winner and Results) 

separately. We have 14 labels; these 14 labels consist of the 

first 14 teams of ICC rankings. In the Result class, we use 

two labels (Won or lost). Won define the first Team won the 

match and the lost define the first Team loss the match. 
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Figure 1 describes the Framework of our research. Initially, 

data is crawl from Cricinfo. In Cricinfo, we have huge 

numbers of filters or queries that provide demand data. We 

firstly choose the first 14 teams of ICC Rankings in 2020. 

This dataset (2000 to 2019) contains only 6 features used in 

ODI matches, and all other features were added manually. 

We apply pre-processing techniques for data cleaning. We 

have some features that have no impact on matches we 

define detail in the next chapter when we discuss the dataset. 

We remove these features from our dataset (match id, date, 

Margin, Ground). Some features have missing values, i.e 

We have matches with no result or tied matches; we exclude 

those matches from our dataset. The third phase of our 

proposed method is attribute Generation. In attribute 

generation, we apply exhaustive search or use ICC websites 

or Quora that support new features such as team1Inning, 

team2Inning,winnerInning,pitchcondition(dry/dust/dead/gr

een/bounce) , Toss, Bat (first or second), and Winner of the 

match. These all features manually add to our dataset. 

 

 

 

In 10-Fold cross-validation, all datasets are divided into 

equal subsets. Then training and validation using these 

subsets. In 10 cross-validation, we use 80 % testing data, 

and 20 % data use for validation. Various Machine Learning 

Algorithms use in this Research Naïve Bayes, Logistic 

Regression Nearest Neighbor, Decision Tree, and Random 

Forest. By applying various ML algorithms separately to 

different Target Classes (Results and Winner). In the first 

case, our target class is Result with two outcomes (Won or 

Lost), and Secondly, our target class is the winner, which 

defines 14 different teams according to ICC Rankings 2020. 

In the final phase, all ML Algorithm Classifiers are 

compared to each other, and then we decide which ML 

Algorithm future use for predicting matches 

 

The fourth phase is attribute selection techniques that 

discuss in the next section. These attribute selection 

Strategies (Wrapper, Ranker, Subset Evaluation) choose our 

model as the best-suited attributes. We use the Weka tool for 

Attribute Selection Strategies that provide the library of all 

modules. Then we apply the number of different Machine 

Learning classifiers that provide the prediction Model of 

match results. The training and testing method used for all 

classifiers are 10-Fold cross-validation.  

 

IV. DATA AND RESULT ANALYSIS  

A. Dataset Description  

We use ODI data for a predictive model. This dataset 

consists of 4500 instances and 18 features. Only the first 14 

teams used for prediction. This research uses (2000 to 2019) 

ODI matches that help our predictive model concerning 

today's cricket behaviour. Firstly, when the dataset is crawl 

from Cricinfo, we have only six features, then we read 

different cricket websites for adding more features to the 

dataset.   
Table 1 Detailed descriptions of dataset 

Attribute  Description 

Team 1  

Result 

Team 2 

Toss 

Bat 

Ground 

Start Date 

Host Country 

Venue_Team1 

Venue_Team2 

Inning_Team1 

Inning_Team2 

Margin 

Team1_Toss 

Team2_Toss 

Winner Inning 

pitch 

 

First Team that played a match 

Two outcomes Won OR Lost  

2nd Team that played the match 

Toss have two outcomes (lost or won) 

Bat has two outcomes batting first or 

second 

Defines which venue teams Playing 

Define the which date match Played 

Defines which country  

Team 1 venue defines (Home/Away, 

Neutral) 

Team 1 venue defines (Home/Away, 

Neutral) 

Defines the two outcomes (first or 

second) 

Defines the two outcomes (first or 

second) 

Defines how many run or wickets the 

Team  

Defines the first team toss won or lost 

Defines the second team toss won or 

lost 

Defines which team Winner first inning 

winner or second inning winner 

Defines the behaviour of wicket 

Dry pitches (Flat): 

Dusty pitches (Slow/Low) 

Green pitches (Bouncy/Fast/Swing) 

Fast pitches (Bouncy) 

Dead pitches(flat) 

 

This dataset consists of 18 features (2000 to 2019) discuss 

in Table 1.Some of those features have a high impact on 

matches. In a previous literature study, we see that the pitch 

condition attribute is not highlighted, but our research shows 

that the pitch attribute has the highest impact on ODI using 

Feature selection techniques described in the below section. 

We have five attributes that define the pitch behaviour slow, 

dry, dusty, green, and bouncy. Two more things change 

pitch behaviour to every country, grass on the pitch, and 

crack on the pitch. In the cricket world, we have a total of 

157 international grounds registered in ICC. We manually 

 
Figure 1: A proposed methodology for predicting the match 

outcome 
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assign the labels and fill the 4500 instances using ICC pitch 

Rating, and Quora describes them in the (below section).  In 

some cases, two different countries have the same pitch 

behaviour [7, 8]. For example, we have Pakistan, and India 

is a country almost all the pitch conditions are the same so 

assign the label (flat/dead). These are the main types of 

pitches that help in assigning the labels of the previous 

discussion: 

 

B. Types of Pitches  

1.  DRY PITCHES 

In this type of pitches, mostly some moistures exist and a lot 

of cracks on them; that is why these types of conditions are 

supported for spinners. These are the various countries that 

supported dry pitches in Pakistan, India, and Srilanka.  

2. DUSTY PITCHES/SLOW/LOW 

These pitches are also known as soft pitches because these 

pitches clay is very soft; that is why not rolled in these 

pitches. These types of pitches are found in Srilanka, West 

Indies, Zimbabwe, and Bangladesh. 

3. GREEN PITCH/BOUNCY/FAST 

In green wickets, a considerable amount of grass helps the 

fast bowler swinging the ball both ways. These pitches are 

mainly found in western countries like England, South 

Africa, and New Zealand and mostly use for test matches. 

4. FAST PITCHES 

In this type of pitches, mostly high cracks and bounce are 

very high. These are the mostly Perth and WACA stadium 

in Australia.  

5. DEAD PITCHES/FLAT  

This type of pitches mostly consists of the flat; there is no 

grass on it. There is no swing and seam on it. In these types 

of pitches, mostly high run scores match. The main countries 

are India and Pakistan. 

C.  Feature Selection 

Different feature selection techniques were available in 

Weka for the selection of relevant attributes. These are the 

main Evaluator Algorithms provide by Weka for Feature 

selection and Ranking of Attributes. The wrapper, 

Information Gain, Relief and Correlation-based feature 

(CFS) All these types of Evaluator (Wrapper)provide the 

Classification methods (Random Forest, Naïve Bayes, 

Logistic Regression and decision tree) to evaluate the 

attributes. The Information gain and Relief filter method 

uses KNN for evaluating the features. These are the two 

tables (Table 2 &Table 3) showing which attribute was 

selected by which classification method. In the case of  

Table 2, the target class of our predictive Model is Result 

(Win or lost). We use a wrapper with Naïve Bayes to select 

only four attributes, and in the case of Information Gain, 

select the 15 attributes and define the ranking of every 

attribute. Team 1 and Team 2 have the highest rank using 

information gain. We clearly see in Table 2 we have four 

cases that the pitch attribute is selected Wrapper with 

Logistic, Random Forest and Information Gain, Relief. 

After clearly check all attributes and ranking, we choose the 

14 characteristics for our classification problems.  

 

In the case of Table 3, the target class of our predictive 

Model is Winner (14 labels). We use a wrapper with Naïve 

Bayes to select only six attributes, and in the case of 

Information Gain, select the 15 attributes and define every 

attribute ranking. Team 1 and Team 2 have the highest rank 

using information gain. We clearly see in table 2 we have 

two cases that the pitch attribute is selected Information  

Gain, Relief. In the Information gain and Relief filter 

methods, we see that pitch attribute ranking is 4. We see in  

Table 2 & Table 3 that pitch behaviour is significant for 

matches. 

 

Table 2 Attributes chose by Wrapper and Ranker Methods Target Class is 

Result (won/lost) 

Wrapper 

with 

Naïve 

Bayes 

Information 

Gain+ Ranker 

Relief+ Ranker Wrapper 

with 

Random 

Forest 

Wrapper 

with 

KNN 

Wrapper 

with 

Logistic 

Team 

Winner 
Team 2 

Venue 

Team 2 
Winner 

Inning 
 

1 Team 1 

6 Team 2 
3 Winner 

9 Venue_Team2 

8 Venue_Team1 
13 Margin 

7Host_Country 

16 pitch 
5 Bat 

10Inning_Team1 

11Inning_Team2 
14 Team2_Toss 

12 Team1_Toss 

4 Toss 

15Winner_Inning 

15Winner_Inning 

3 Winner 
13 Margin 

1 Team 1 

6 Team 2 
5 Bat 

10 Inning_Team1 

11 Inning_Team2 
12 Team1_Toss 

4 Toss 

14 Team2_Toss 
9 Venue Team 2 

8 Venue Team 1 

16 pitch 

7 Host Country 

Team 1 

Winner 
Toss 

pitch 
 

Team 1 

Winner 
Team 2 
 

Team 1 

Winner 
pitch 

 

Table 3 Attributes chose by Wrapper and Ranker Methods Target Class is 

Winner (14 teams) 

Wrapper 

with Naïve 

Bayes 

Information 

Gain+ Ranker 

Relief+ Ranker CFS 

Evaluator 

Wrapper with  

J48 

Team 1 

Result 

Toss 
Team 2 

 

Team1_Toss 
Margin 

 

6 Team 2 

1 Team 1 

7 Host Country 
16 pitch 

13 Margin 

8 Venue_Team1 
9 Venue_Team2 

2 Result 

15Winner_Inning 
10Inning_Team1 

5 Bat 
11 Inning_Team2 

4 Toss 

14 Team2_Toss 
12 Team1_Toss 

6 Team 2 

1 Team 1  

7Host_Country 
16 pitch 

2 Result 

15Winner_Inn 
9Venue_Team2 

8Venue_Team1 

13 Margin 
11Inning_Te2 

10Inning_Te1 
5 Bat 

-4 Toss 

14Team2_Toss 
12Team1_Toss 

Team 1 

Team 2 

Host 
Country 

 Winner 

Inning 
 

Team 1 

Result 

Toss 
 Bat 

Team 2 

Inning_Team1 
 

 

D.  Experimental settings and Evaluation Measures 

We use Weka (Waikato Environment for Knowledge 

Analysis) tool used for this research. Weka is an open-

source tool or intelligent data mining software that provides 

different machine learning algorithms for analyzing the 

data. Also, python use for Exploratory Analysis and 

visualizing the ODI matches. This research processing 

machine is an Intel Core i3 5th generation processor with 4 

GB Ram on Windows 8 and 64-bit operating system. All 

these types of algorithms have different kinds of 

147



hypermeters. Machine Learning Algorithms, including 

Naïve Bayes, Random Forest, Decision tree, K-Nearest 

Neighbor, Logistic Regression, and SVM, was available in 

Weka. We use various metrics precision, recall, and 

confusion matrix for the selection of the best classifier. We 

use 10- fold cross-validation techniques for derivation of the 

model for training and testing of models. This technique 

distributes the dataset into 10folds with stratified cross-

validation. We were using 9 folds for training the model and 

the last one-fold for testing purposes. This whole process 

takes ten times to repeat and finally generates the average 

prediction accuracy.   

 

V. RESULT ANALYSIS 

A. Case 1: Results derived Using Target class is Result 

(Won/Lost) in Feature set 

In the first case, our target attribute is the result; this attribute 

consists of two labels, won or lost. We evaluate several 

attributes like home team advantage, toss winner, batting 

decision, venue of the team, host country, pitch condition 

(dusty, dry, dead, green, bounce), and winner Inning. All 

teams have several benefits in-home ground, no pressure 

when bowling and batting, crowd support, pitch conditions, 

and no travelling. In this experiment, we observed that 

Pakistan has no home ground available since 2009. After a 

terrorist attack on Srilanka teams, we use UAE as a home 

ground for Pakistan, and these pitches behaviour well 

known to the Pakistani coaches. The Machine Learning 

classifiers are used for the prediction of cricket matches. 

Figure 2 shows a comparison between different classifiers.  

 

Fig 2 Accuracy derived by Target class Result (Won/Lost) Using 

Machine Learning Algorithms 

 

It indicates that Random Forest and Decision Tress accuracy 

almost 99%. In the case of Naïve Bayes accuracy up to 67%, 

In the case of Logistic Regression accuracy up to 68%, SVM  

accuracy up to 87%. This means that the Random Forest 

Decision Tree and SVM provide better results as compared 

to the literature. But Logistic Regression and Naïve Bayes 

provide the lowest accuracy. We also define the Confusion 

matric of all classifier that helps in precision-recall and f-

Measures. In Figure 3, we observed that Precision, Recall, 

and F-Measure are consistent in Random Forest and 

Decision Tree. Still, in the case of Logistic Regression and 

Naïve Bayes, we have low precision, recall, and f-Measure. 

Table 4,5,6,7,8 shows the confusion Matric of all Machine 

Learning Techniques. 

 

 
Fig 3: Precision-Recall and F-Measures of Machine Learning Algorithms 

from Result (Won/Lost) is Target Class 

 

 Naïve Bayes misclassified 1482 instances of 4507, whereas 

Decision Tree, Random Forest, SVM, and Logistic 

Regression misclassified 18,24,583,1406, respectively. 

These misclassified instances increased the False Positive 

Rates. As all classifiers are discussed, we see Random 

Forest, Decision Tree, and SVM perform well in the case of  

Precision, Recall, and F-Measures. 

Table 4 confusion matrix of naïve Bayes results shows that 

735 instances should belong to the lost class, but they 

misclassified to win the class. This result generates a low 

precision and recall rate because they misclassified 747 

instances correctly; they were classified as a lost class. In 

this case, our False Positive and False Negative rate is 

33%and 32%, respectively. All confusion Matric of ML 

classifier were explained in Table 4,5,6,7,8. Table 6 shows 

that logistic regression results show that 735 instances 

should belong to a lost class, but they misclassified to win 

the class. This result generates a low precision, and the recall 

rate is low because they misclassified 690 instances 

correctly; they are classified as a lost class. So, their False 

Negative Rate is 31%.  

 

 

Table 4 Confusion matric for Result Class using Naïve Bayes 

 Won Lost Total 

Won 1505 735 2240 

Lost 747 1520 2267 

Total 2252 2255 4507 

 

Table 5 Confusion matrix for Result Class using SVM 

 Won Lost Total 

Won 1899 341 2240 

Lost 242 2025 2267 

Total 214 2366 4507 
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Table 6 Confusion matrix for  Result class using Logistic Regression 

 
 Won Lost Total 

Won 1524 716 2240 

Lost 690 1577 2267 

Total 2214 2293 4507 

 

Table 7 Confusion Matric for Result class Using Decision Tree 

 Won Lost Total 

Won 2231 09 2240 

Lost 09 2258 2267 

Total 2240 2267 4507 

 

Table 8 Confusion Matric for Result class Using Random Forest 
 Won Lost Total 

Won 2227 13 2240 

Lost 12 2255 2267 

Total 2239 2268 4507 

B. Case 2:  Results derived Using Target Class is Winner 

(14 labels) in Feature set 

As discussed in the previous section, our target Attribute is 

the result and checks other attributes performance. Still, in 

this case, our target attribute is the winner, which consists of 

14 labels.   

 
Fig 4: Accuracy derived by Target class Winner (14 labels) Using 

Machine Learning Algorithms 

These labels provide the result of which team wins the 

match. For example, we have two countries that played the 

match, India and West Indies. Our model decides which 

Team wins the match according to the name; in this case, 

India wins the match, so India's label. These are important 

features that affect the matches (toss, batting decision, pitch 

condition (dust, dry, dead, green, bounce), venue, home 

support, and Winner innings). Machine Learning 

Techniques are used for the prediction of matches. Figure 4 

depicts the performance of all models. Figure4 define the 

accuracy of all models Naïve Bayes, SVM, Random Forest, 

Decision tree and KNN,50%,70%,97%,99%,88%.Figure 5 

defines the Precision, Accuracy, and F-Measures of all 

Models. We see that Random Forest, Decision Tree almost 

the same 99%, but in Naïve Bayes, SVM, KNN gives the 

50%,68%,83%. Table 9 shows the comparative analysis of 

Precision-Recall and  F-Measures of different classifiers. 

This table shows that precision-recall and f-Measure of 

Random Forest and Decision Tree perform well-concerning 

SVM and Naïve Bayes. 

 

 

 
Fig 5 Precision-Recall and F-Measures of Machine Learning Algorithms 

from   Winner (14 labels) is Target Class 

 

Table 9 Comparative Analysis of  MLClassifiers 

 

Classifier 
Performance 

Measure 
India Pakistan Australia 

South 

Africa 
England 

Random 

forest 

Precision 0.982 0.941 0.988 0.982 0.976 

Recall 0.994 0.947 0.995 0.988 0.993 

F-Measure 0.988 0.944 0.992 0.985 0.985 

Decision 

Tree 

Precision 0.998 0.977 0.994 0.996 0.998 

Recall 0.997 0.990 0.992 0.995 0.998 

F-Measure 0.998 0.983 0.993 0.996 0.998 

Support 

Vector 

Machine 

Precision 0.700 0.806 0.713 0.755 0.726 

Recall 0.869 0.757 0.928 0.873 0.485 

F-Measure 0.776 0.781 0.806 0.810 0.581 

Naïve 

Bayes 

Precision 0.568 0.519 0.573 0.616 0.480 

Recall 0.438 0.551 0.494 0.530 0.502 

F-Measure 0.494 0.535 0.531 0.570 0.491 

 

VI. CONCLUSION 

This paper mainly investigates the ODI matches outcomes 

and feature importance. We use previous matches for 

predicting new matches that no played so far. In this paper, 

our main contribution is we introduce new features like 

Pitch behaviour (dusty/dry/dead/green/bouncy), Inning of 

Team, Venue (home, away, neutral), Familiarity, Winner 

Inning, toss Winner, toss decision. And check the 

importance of every attribute using Filter based Methods 

and Wrapper. We see that our attributes have a high impact 

on cricket matches. In literature, we see that no one uses 

Pitch behaviour in the match. We perform an exhaustive 

search to check the ground's behaviour and check the rules 

that define the ICC. Using Filter based and wrapper method, 

we use only 14 features for the predictive model. We 

generate two predictive Models; first, predict the Winner (14 
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labels) name of the team and then predict the Result 

(won/Lost) of the Match. We use a Machine Learning 

Classifier for Predictive Model. In these two cases, we use 

five Machine Learning classifiers Naïve Bayes, Logistic 

Regression, KNN, Random Forest, and Decision tree, and 

we find that Decision tree and Random Forest(97%,99%) 

perform well in terms of Accuracy, Precision, Recall.  

There is also a lot of enhancement in this research. We 

mainly focus on won or lost ignore tied or rain-interrupted 

matches. Also specific to already matches played, not focus 

on ongoing matches. In future perspectives, we check which 

players perform well in Asia, Africa, and other continents. 

Another perspective is we check which player man of the 

match incoming matches or world cup. 
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Abstract— The speed at which data spreads on Twitter 

means that a lot of information shared in the early stages of an 

incident is not monitored. This makes it difficult to find true 

news from various unverified news. Machine learning 

techniques help the researchers to detect fake news/rumors on 

time. This research aims to detect rumors from collection of 

tweets shared on twitter. The proposed scheme presents a novel 

idea of rumor detection using event detection techniques. This 

system first identify important words that can be related a 

particular incident/event using temporal features, cluster 

related words based on their co-occurrence and then identify 

rumor tweets. Our work investigates the problem of rumor 

detection using both supervised and unsupervised learning. This 

idea also uses language processing and modeling of contextual 

and social features of users sharing those tweets to detect 

rumors and non-rumors. The proposed research is compared 

with the state of the art method and give better results. 

Keywords— Rumor detection, entropy, agglomerative 

clustering 

I. INTRODUCTION  

[1] Microblogging was launched in 2007. That's when 
Twitter exploded on stage and offered people a platform in 
140 characters or less to express their thoughts and views. 
Twitter is regarded as a microblogging site, more than any 
other social networking site, due to its character count 
constraints. Through tweets and retweets, Twitter reaches a 
large number of people easily, keeps up to date with the latest 
news and trends, and immediately shares them with others, 
reaches new viewers, and contributes to the discussion of 
events. Twitter is as important as a medium of interaction as 
it is a tool of broadcast. Twitter facilitates and promotes 
interaction in a public forum between multiple parties, 
enabling you to receive immediate feedback from customers. 
This promotes accountability in interactions because the 
content on Twitter is available to everyone else to track. 

People are increasingly using social media platforms to 
track newsworthy events and to collect news. The pace at 
which information spreads on Twitter, however, ensures that 
much of the information posted in an event's early stages is 
unchecked. In all categories of information, false stories 
spread significantly faster and wider than true stories. [2] It 
becomes more difficult for reporters or journalists to separate 
verified data from speculation and report the news. 

Misinformation also produces a confusing and 
unpredictable situation, leading to poor decision-making and 
inhumane effects. [3] For example, a 2013 story about the 
bombing of the White House, injuring Barack Obama made 
U.S. stock markets terrified and made a huge loss to them. 
Rumors have also played a crucial role in the deadly riots in 
London in 2011. Consequently, it is very important to assess 
the validity of spreading false information (rumors) promptly. 

 In this research the answers to the following research 
questions are explored and examined: 

How to find the suitable features for rumor detection in case 
of supervised and unsupervised learning? 

How these features can be used to detect rumors on Twitter? 

What is the effectiveness of these methods in terms of 
precision, recall and F1 scores? 

The main contribution of this paper is as follows. 

 For supervised learning, features are identified to find 
important (topical) words. Information related to hot 
topics/events spread very fast. Therefore, temporal feature are 
very important. Term document frequency, entropy of words 
in a certain time period and number of hashtags in a certain 
time period are used to determine important terms. Further 
clustering and classification tasks are performed using the true 
labels. Finally precision, recall and F1 scores are computed. 

 For unsupervised model, contextual and social features are 
extracted from the tweets. Clustering is applied on these 
features and then classify these tweets into rumors and non-
rumors. 

 The rest of this paper is organized as follows. Section II 
discusses the background and literature available for rumor 
detection on twitter. Section III explains the proposed 
methodology, experimental results and their analysis. Section 
IV presents the conclusion and references are mentioned in 
section V. 

II. LITERATURE 

A lot of work has been done to identify rumors. In [5], 
rumors are detected and find the source of rumor. Data is 
collected from Twitter. 20 features were selected based on 
content of tweet and accounts of users. They identified that 
contextual features are more important than user features for 
rumor detection. In [6] social and contextual features from 
tweets are extracted and conditional random fields are applied 
to determine the verification of tweets. They used the who 
follows whom social graph of Twitter users and injected a 
number of monitor nodes that report the received data. They 
concluded that rumors and their sources can be predicted 
correctly if sufficient number of monitor nodes are present in 
the network. A novel idea of using random conditional fields 
learned from dynamic of social media posts is explored in [4]. 
The classifier learns the context of the event that helps in 
better accuracy and F1 score. In [8] a novel pattern matching 
algorithm is introduced that matches rumor patterns from 
social media streaming. These patterns combine structural and 
behavioral properties of rumors.  From a stream of posts, a 
graph is extracted that is labeled and directed. If the posts 
contain promoted relationships, then these were converted to 
edges and assigned as an input to the algorithm. Algorithm 
operates data stream and lists matched patterns. In order to 
find distinct patterns, that are more important and related in 
rumor events, evaluation was done through TF-IDF. The 
trends frequently occur are supposed to separate rumors from 
non-rumors. Rumors are detected and find the source of 
rumor. The research in [9] studies how credibility perceived 
from different features of tweets can help in evaluating the 
truthfulness of tweets in conjunction with fast-paced events. 
Surveys were conducted regarding pictures uploaded on 
twitter to analyze the credibility perception of users. Some of 
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their key observations include the fact that while specifics of 
the author that are not readily available on Twitter feeds are 
important for making tweets easy to validate. Displaying 
multiple tweets that confirm a claim misleads people to 
believe what is really a fake story. The analysis highlights the 
accuracy of tweet credits and finding. 

 In rumor detection, labeled data collection is also an 
important factor to study as manual annotation is very 
expensive and tedious. Few researches focused on this type of 
study. In [10], the main challenge was to collect extensive 
training data. A weakly supervised approach is presented, 
which collects wider but very error prone data comprises of 
hundreds of thousands of tweets. During collection, tweets 
were automatically tagged by their source (trustworthy or 
untrustworthy) and a classifier is trained on this dataset. With 
this unclean dataset, detection of fake news was done by 0.9 
F1 score. Jain et al. [11] strategy relied on the fact that verified 
News Channel accounts provide more reliable data as 
compared to the user’s general public account. They also 
suggested a way to use semantic analysis to separate rumors 
from non-rumors. This approach works in four steps. First 
they extract tweets related to trending topics and cluster them 
according to the topic. Next, in each cluster, tweets are 
segregated according to their source (news channel or public 
account). In the third step, contextual and sentiment mismatch 
is calculated for tweets from verified and unverified sources 
for each topic. The topics where mismatch ratio is higher are 
labeled as rumors.    

 [12] Zhao indicated that rumors would provoke skeptical 
users inquiring about their truthfulness. A piece of information 
has a number of inquiring tweets that could then imply that the 
information is rumored. Firstly, search for the enquiry phrases 
(that — this — it) is performed. Then similar posts are 
clustered together. Next, posts related to each cluster that do 
not include these phrases are collected. Finally, clusters are 
ranked based on the likelihood of containing a disputed factual 
claim.  

 [19] In this study rumors are considered as anomalies. 
Factor analysis of mixed data is performed on the proposed 
features to detect anomalies. Deviation degree is described in 
terms of Euclidian distance and cosine similarity. Rumors are 
detected by assigning ranks based on deviation degree. 

III. RESEARCH METHODOLOGY 

 We proposed two different methodologies, supervised and 
unsupervised for labeled and unlabeled data. For labeled data, 
we extended the idea of event detection [13] and for unlabeled 
data, we have expanded A. Zubiaga’s[4] research. 

 The proposed method for supervised Learning extends the 
idea of event detection [13] to detect rumors in twitter data set. 
The basic idea of this study was to group tweets into clusters 
where each cluster represents an event. It first detects events 
from daily microblog posts. Next, related events are tracked 
to find change in event and finally a summary of these events 
is generated. The main contribution in [13] is the detection of 
event clusters. Since rumors are mostly about some events, the 
same idea can be used to group tweets related to an event and 
then classify them into rumor/non-rumor.  

Nonetheless, the method in [13] has not been applied 

directly to detect rumors and it is therefore important to 

further research their applicability with an effective rumor 

dataset. Events that are posted by many people are typically 

hot topics or a controversial affair. They are shared & 

retweeted by many users and spread within no time. Similar 

is the case for rumors. Rumor is a story of uncertain fact and 

spread like fire. So we can use event detection methods for 

rumor detection also. The proposed method is different from 

event detection method because [13] does not perform any 

classification. To differentiate the rumors and non-rumors, 

we have used an index of terms.  

A. Dataset Collection and Processing 

In this research, PHEME dataset for Rumor Detection and 

Veracity Classification [15] is used. This set contains a 

collection of Twitter rumors and non-rumors that were posted 

during news breaks. We have used this dataset because most 

of the rumor detection researches [4] used this dataset which 

helps to compare our research with others. 

1) Structure of Dataset: There is a collection of tweets for 

each scenario/event, including both rumors and non-rumors. 

The tweet are classified into source and reaction tweets 

(tweets responding to source tweets). Each tweet also has a 

rumor veracity information.  

2) Information about Tweet Threads: Every thread contains 

the following information: 

Source tweet, hashtags, favorite count, followers count, time 

of tweet, user mentions, URLs, retweet count, followings 

count, all user profile information 

3) Number of Incidents: The dataset includes reports of nine 

incidents and each of the rumors is interpreted with its 

veracity meaning either true or false. In this research, we are 

using five events that are as follows: 

Ferguson: On August 9, 2014, 18-year-old, African 

American Michael Brown shot by a Darren Wilson, a 28-

year-old white Ferguson police officer.  

Ottawa Shooting: On October 22, 2014, a shooting at 

Parliament Hill in Ottawa, Canada, resulted in the death of 

two, including the perpetrator.  

Charlie Hebdo: On January 7, 2015, two armed gunmen 

killed 12 people injuring 11 others due to hurting their 

religious sentiments at the French satirical weekly newspaper 

Charlie Hebdo in Paris.  

Sydney Siege: In a cafe in Sydney, Australia, on 15 

December 2014, a lone gunman held 18 people hostages. 

 

Data is first preprocessed. The preprocessing steps 

include: stop word removal, conversion to lower case, 

stemming and lemmatization. NLTK is used for stop word 

removal and Porter algorithm is used for stemming. 

B. Supervised Rumor Detection  

The primary objective of this work is to detect rumors 

from the tweets. The rumor detection task is divided into 

following subtasks:  

1) Select salient words from tweets  

2) Cluster these words to detect events using co-occurrence 

graph 

3) Detect rumors from the events  

 
Salient Words Selection: The “Occurrence of words in 
Hashtag” is used as a unique measure to calculate a word’s 
likelihood of being topical.  Similarly, sstatistical research 
reveals that conceptual and temporal characteristics 
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differentiate rumors over a long-term window from non-
rumors. [14]. 

 In this research we used three different methods to get 
salient words that are defined as follows:  

 Document frequency of words, for temporal dimensions 
we used the method of words occurrence in hash tags in a 
specific interval of time and entropy of words in a specific 
interval of time. 

Document Frequency of Words - Document frequency is 

the number of times a word occurs within specific document. 

Document frequency is an important measure to determine 

how relevant a particular document is for a particular word. 

It is also important to understand the significance of terms 

within and across the documents. The formula of document 

frequency is:  

dfi = Number of documents with term t in it / Total number 

of documents. 

Word Occurring in Hash Tags in a Specific Interval of 

Time - Hashtags show the user’s intentions and are 

associated with rumors. Therefore, the hashtags appearing 

again and again are more likely to be a salient word. By using 

the following formula we evaluate the word occurrence in 

hash tags:  

hashtags = Number of words with hashtags / Total number of 

hashtags during certain time period. 

Entropy of Words in a Specific Interval of Time  

The salient words are not uniformly distributed so we use the 

concept of entropy. The formula of entropy is given as: 

entropy = - ∑
𝑇𝐹𝑖

𝑇𝐹

𝑘
𝑖=1 ∗ log(

𝑇𝐹𝑖

𝑇𝐹
) 

Where TFi is the word frequency appearing in the ith hour and 

TF is the words’ total frequency. We have performed 

experiments with different values of TF. 

 

C. Grouping Salient Words into Cluster  

If two salient words co-occur frequently, then they will be 

related to each other to show different exposures of a rumor 

or non-rumor.  

Co-occurrence of Words: To find co-occurrence of words, 

we choose one salient word at a time and find their co-

occurring words. Then select only those co-occurring words 

that have a certain threshold. After this, build a co-occurrence 

graph from the picked salient words. Co-occurrence graph 

comprises of vertices where each vertex represents a topical 

word. If two topical words (vertices) co-occur in at least one 

tweet then an edge is drawn between them. Each edge has a 

weight/count that is the frequency of co-occurrence. 

 
Figure 1: Co-occurrence Graph 

Clustering of Co-occurrence Graph 

After constructing the co-occurrence graph, we make 

clusters. Clustering will be done on the basis of context as 

shown in figure 1. The idea of performing clustering by 

taking contextual information into account can be traced back 

in experimental research [16] as well as in modelling works 

[17]. The topical words that come often with each other will 

make a cluster by using hierarchical divisive clustering 

algorithm using Ward’s linkage method [18]. Since we have 

five events in our dataset so it will make five different clusters 

separating each event. Every cluster contains the topical 

words of one event. This step will help to differentiate events 

from each other. It searches for the very rare but very 

informative phrases and yields surprisingly good 

performance. 

An inverted index is maintained for all the words in 

cluster containing the information of tweet and its label 

(rumored or non-rumored). If a test tweet is given, pass it 

from all the steps i.e. preprocessing and finding of salient 

words. Now find the count of each word that is already 

maintained in the inverted index of training phase. If the word 

has more rumored count than non-rumored, assign that word 

as a rumor and vice versa. If a word has similar counts for 

rumors and non-rumors, then we will find its bigrams. Again, 

find counts of rumors and non-rumors for all the bigrams of 

that word as shown in Figure 3. Also find out if the bigrams 

having similar counts for rumors and non-rumors then we 

will move towards the trigrams, but it is a rare case. In the 

end, considering the whole tweet if more words are rumored, 

we assign the whole tweet as a rumor and vice versa. 
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Figure 2: Workflow of Rumor Detection for Supervised Learning 

 
Figure 3: Bigrams Addition in Dictionary 

D. Evaluation of Supervised Rumor Detection 

Two factors can determine whether or not a cluster 

represents a rumor: features used for salient word selection 

and clustering algorithms. So, we split salient words selection 

into three levels.  

In first level, we take only document frequency of words. 

If the document frequency of a word is greater than 0.6 then 

we select that word as an important word.  

In second level, we take both document frequency and 

entropy. We have collected words by using different time 

frames as a threshold i.e. for 3600, 86400, 604800, 1,296,000, 

2,592,000 seconds that is one hour, one day, seven days, 

fifteen days and one month.  For example, if the word come 

within one hour then it will be selected as a topical word. 

In third level, we take all features i.e. document frequency, 

entropy and hashtags. Results came out better with third level 

and considering the time frame of 86400 i.e. one day. The 

precision, recall and F1 scores of [4] and proposed 

methodology are given in Table1 and Table2 respectively. 

 

 

Events Precision Recall F1 Score 

GermanWings Crash 74.3% 66.8% 70.4% 

Charlie Hebdo 54.5% 76.2% 63.6% 

Ottawa Shooting 84.1% 58.5% 69.0% 

Sydney Siege 76.4% 38.5% 51.2% 

Ferguson 56.6% 39.4% 46.5% 
Table 1: State of the art results [4] 

Events Precision Recall F1 Score 

GermanWings Crash 78.35% 81.25% 81.01% 

Charlie Hebdo 74.98% 75.61% 75.24% 

Ottawa Shooting 75.09% 79.75% 79.96% 

Sydney Siege 74.33% 75.1% 65.99% 

Ferguson 75.43% 82.5% 82.4% 

Table 2: Proposed Methodology results for Labeled Data 

 
Figure 4: Comparison of Proposed Methodology with State-of-the-

Art Method 

In figure 4, we made the comparison between proposed 

methodology and state of the art method [4], it shows we have 

almost the same results for two events i.e. Germanwings and 

Sydney siege while our method worked well for two events 

i.e. Charlie Hebdo and Ferguson. 

 

E. Unsupervised Rumor Detection 

For unlabeled data, we have used contextual and 

behavioral features. Most of the times when some 

information is not confirmed, it includes inquiry phrases.   

 

 
Figure 5: Workflow of Rumor Detection for Unlabeled Data 

For every single event, we have used the features explained in 
[4], so we will take out the following features:  

Enquiry Words 

Within a tweet it is likely that the post would be speculated 

because the user is attempting to ask regarding the incident. 

So we calculated the number of enquiry words in a tweet. 

Enquiry words can be: ‘What’, ‘where’, ‘how’, ‘who’, ‘why’, 

‘?’ etc.  

0.00%

50.00%

100.00%

GermanWings
Crash

Charlie Hebdo Ottawa Shooting Sydnedy Seige Ferguson

Accuracy Comparison

Proposed Methodology State of the Art
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Time of Tweet 

Time of tweet can be a very important point to figure out a 

rumor. 

Retweet Count 

How many times a tweet is retweeted can be a helpful clue 

for rumor detection. The speculated tweets will probably 

contain more retweet counts, because rumors spread faster. 

Followers Count 

If you have more follower counts, a user is authenticated. 

This is the way followers count assist in identifying rumors. 

Listed Count 

Listed count indicates the number of people who placed you 

in a list.  

Vector of Tweets 

Make vectors of tweets using doc2vec will help to get the 

contextual details of a tweet. Doc2Vec is a commonly used 

method that, regardless of its length, produces an embedded 

text. Although Word2Vec calculates a feature vector for 

every word in the corpus, similarly for every document in the 

corpus, Doc2Vec calculates a feature vector. The Doc2vec 

model is Word2Vec-based, with only another vector 

(paragraph ID) added to the data. It helps us to get the features 

of tweets for every incident in one document. This is how we 

will get five documents of features for every incident. 

 

After selecting features, now perform K-means clustering 

based on these contextual and social features. One of the 

cluster will denote rumors and others will denote non rumors. 

Results are shown in Table 3. 
 

Events Accuracy Precision Recall F1 

Score 

GermanWings 

Crash 

65.04% 75.65% 65.31% 69.7% 

Charlie Hebdo 60.23% 59.88% 79.61% 68.34% 

Ottawa 

Shooting 

59.88% 81.09% 66.75% 70.06% 

Sydney Siege 62.45% 75.93% 60.01% 60.01% 

Ferguson 66.22% 57.28% 64.62% 64.29% 

Table 3: Proposed Methodology results for Unlabeled Data 

IV. CONCLUSION  

In this research, we proposed a workflow for rumor detection 
both for supervised and unsupervised learning. In case of 
supervised learning, three features are used to select the salient 
words. co-occurrence graph is constructed to make clusters. 
Finally classification is performed based on n-gram counts 
being rumored or non-rumored. In case of unlabeled data, 
rumors are detected by finding contextual and social features, 

and grouping them into rumor and non-rumor. Our proposed 
method gave better results than the state-of-the-art method of 
rumor detection. 
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Abstract—In the recent decades, the topics on 
environmentally friendly, energy saving, renewable energy 
resources, that scientists are acting on them and new equipment 
that are developing day by day in technology invite us to 
safeguard our future in a very better way. The rise in energy 
consumption and therefore the gradual decrease in limited 
energy resources raise fundamental questions like what 
proportion energy is produced, what’s its efficiency, how it 
distributes to the end users. Not only on an individual basis, but 
also on a worldwide basis research and development are 
disbursed on this subject. Additionally, required equipment 
usage in energy generation, distribution and utilization is 
increasing every day, too. Within the common systems for 
monitoring power circuits, you need to put in individual 
measuring devices e.g., Voltmeter, Ammeter, Oscilloscope 
Wattmeter etc. separately thanks to the increasing harmonic 
currents and voltages within the grids. 
Our design yields an industrial analyzer that sense the current 
and voltage at the input then designed circuit transmits signals 
proportional levels to the MCU which is able to be analyzed 
based on some standards such as IEEE Std 1459TM-2010 [1]. 
An A/D converter, converts the voltage and current signals to 
the digital representation at regular intervals. MCU periodically 
samples ( 𝐟𝐬𝐚𝐦𝐩𝐥𝐢𝐧𝐠 = 𝟏𝟔𝟎𝟎 𝐇𝐳, 𝐍 = 𝟑𝟐,  A/D resolution 𝟏𝟐 −

𝐛𝐢𝐭𝐬) then analyze the voltage and current signals at regular 
intervals of time with the approximately *0,4 % error rate. After 
that, stores the data of electrical variables which is analyzed. 
e.g., these electrical variables could also be frequency, true RMS 
volts, true RMS amps, 𝐜𝐨𝐬(𝛗)  and even harmonic values, 
including energy variables. For the project ARM Cortex family 
as STM-32F405 and LCD-TFT screen which part number is 
HY-32D are one among the foremost important components. 
The features of this device completely provide our requirements 
with isolation circuits, fuses and another safety equipments. 
According to another devices, this project will be cheap, easy to 
carry and includes much more features. e.g., Algorithm 
structures known as message queues were used in the system, 
unnecessary transaction crowd was eliminated and even small 
values were measured.  
As a summary, it is an objective of the thesis to develop an 
industrial analyzer which a single analyzer device that analyzes 
the variable parameters in a grid by eliminating the require of 
multiple measuring devices. Thanks to the LCD, we are able to 
see all data only in a screen and it’s completely mobilized. 
*The error rate depends on the 𝐟𝐬𝐚𝐦𝐩𝐥𝐢𝐧𝐠, N, and A/D resolution. 
 

Keywords—Embedded Systems, Arm Cortex, Energy Analyzer, 
Harmonic Analyzer, Single Phase Analyzer, STM-32f429, Digital 
Signal Processing, Real-time Operating Systems) 

 
1Merriam-Webmaster-Dictionary  
https://www.merriam-webster.com/dictionary/effective%20value 

I. INTRODUCTION  

A. Literature Summary 

The measurement in electrical systems is generally a 
numerical expression of an electrical quantity. There are lots 
of data in the electrical networks. In alternative current 
systems, generally voltage, current, frequency, phase 
difference, power factor, active power, reactive power, energy 
values and harmonical calculations are numerically measured 
values.[1] 

 

Figure 1: Equivalent system block diagram for analyzer 

1) Effective Value in AC Systems 
Voltage and current magnitudes change according to time and 
have a certain amplitude of frequency. For this reason, it is 
usually expressed with its effective values. Effective value is 
the value of an alternating current or voltage equal to the 
square root of the arithmetic mean of the squares of the 
instantaneous values taken throughout one complete cycle 1. 
The effective value can be represented as the rms (root mean 
square) value consisting of the effective value or the initials 
of its English equivalent. The active power expended on a 
load is obtained by (2) in alternating and direct current 
systems [1]. According to this equation, the effective value 
can be expressed as the square root of the mean of the square 
of the voltage (or current), the integral over a period. In 
digital systems, the sum of the squares of instantaneous 
samples of the signal is averaged. The square root of this 
value is calculated and the effective value is found. 
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The effective (effective) value of the grid voltage in sine form 
can be written as in (6). 

𝑣(𝑡) = 𝑣 ⋅ 𝑠𝑖𝑛(𝜔𝑡)     (5) 
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𝑡  (6) 

 
Figure 2:Value of the grid voltage in sine form 

In the figure (2), 

 The wave in red is said to lead the wave in green by 
θ. 

 The wave in green sin(ωt) is said to lag the wave in 
red by θ. 

 The units of θ and ωt must be consistent when 
computing the sine function. 

 
The effective value of the network voltage in the sine form in 
the range of [0, 2π] can be mathematically calculated by (7) 
with the implementing of 𝑣𝑚 to (6) where 𝑣𝑚 as the peak 
value. 
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2) Phase Difference Between AC Voltage and Current 
Inductance and capacitors in AC systems cause phase 
difference between voltage and current. If we take the V1 
signal as reference in Figure 3, the V2 signal is in reverse 
phase according to the V1 signal, and the V3 signal is in 
forward phase according to the V1 signal. Even if the 
amplitudes are not equal, the frequencies must be equal in 
order to be able to talk about the phase difference. If there is 
a DC component on the signal, this component can be reset 
and the phase difference can be checked.  

 
Figure 3: Sinusoidal signals that has the phase difference 

If the load is pure ohmic, there is no phase difference between 
voltage and current. In case of inductive load, the current is 
in phase back from the voltage, in case of capacitive load the 
voltage is in phase back from the current.  
This phase difference between voltage and current is denoted 
by "𝜑" and is called the phase angle. Since the phase angle 
close to zero is the most ideal situation for the network, the 
reactive power in the systems is compensated and the phase 
difference between the current drawn from the network and 
the voltage is tried to be reset. In this case, the reactive power 
required by the system is supplied from the compensation 
utility box that installed in the system.  
Current and voltage signals with a phase difference of 57.3 ° 
is shown in Figure 4. 

 
Figure 4:Sinusoidal signals that has phase difference 

3) Power Calculation in AC Systems 
Active power (P) in alternating current systems is defined as 
useful and usable power. Reactive power (Q) is defined as the 
power that does not work actively but is withdrawn from the 
network and then transferred back to the network. Apparent 
power (S) is the total resultant power formed by active and 
reactive power components. If the system has a pure ohmic 
load, there will be no phase difference between the current 
and voltage, so there will be no reactive power. Therefore, the 
active power value will be equal to the apparent power value. 
If there is a reactive power in the system, the apparent power 
will be equal to the combination of active and reactive powers 
[1]. 

𝑆ଶ = 𝑃ଶ + 𝑄ଶ     (12) 

𝑃 = 𝑆 ⋅ 𝑐𝑜𝑠𝜑     (13) 

𝑄 = 𝑆 ⋅ 𝑠𝑖𝑛𝜑     (14) 

 
Figure 5: Power Triangle, Relationship between Power factors 
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In electrical systems, instantaneous power is expressed by 
(15), where 𝑣(𝑡) and 𝑖(𝑡) are instantaneous values of voltage 
and current.   

𝑃(𝑡) = 𝑣(𝑡) ⋅ 𝑖(𝑡)    (15) 

Devices that measure electrical power measure the average 
value of power [1]. In this case, if the instantaneous power 
expression is integrated over a period, (17) can be written for 
the average power value (active power). In (5) we defined 
𝑣(𝑡), similarly, we can define 𝑖(𝑡) as shown in (16). Then 
when we can implement (5) and (16) into (15) we get the 
active power(P). 

𝑖(𝑡) = 𝑖 ⋅ 𝑠𝑖𝑛(𝜔𝑡 − 𝜑)    (16) 
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⋅ ∫ [𝑠𝑖𝑛(𝜔𝑡) ⋅ 𝑠𝑖𝑛(𝜔𝑡 − 𝜑)] ⋅ 𝑑𝜔𝑡

ଶగ


  (18) 

𝑃 =
௩⋅

ସగ
⋅ ∫ [𝑐𝑜𝑠(𝜑) − 𝑐𝑜𝑠(2𝜔𝑡 − 𝜑)] ⋅ 𝑑𝜔𝑡

ଶగ


  (19) 

𝑃 = 0,5 ⋅ 𝑣 ⋅ 𝑖 ⋅ 𝑐𝑜𝑠(𝜑)    (20) 

𝑃 = 𝑣௦ ⋅ 𝑖௦ ⋅ 𝑐𝑜𝑠(𝜑)     (21) 

The reactive power value can be calculated by the product of 
the voltage component and the 90° phase-shifted state of the 
current component or by the product of the current 
component and the 90° phase-shifted state of the voltage 
component. If the 90° phase shifted state of the current signal 
is expressed as 𝐼𝑞, (23) can be written for the reactive power. 
If we implement (5) and phase-shifted current all together; 

𝑖(𝑡) = 𝑖 ⋅ 𝑠𝑖𝑛 ቀ𝜔𝑡 − 𝜑 +
గ

ଶ
ቁ = 𝑖 ⋅ 𝑐𝑜𝑠(𝜔𝑡 − 𝜑)  (22) 

𝑄 =
ଵ

ଶగ
⋅ ∫ [𝑣 ⋅ 𝑖 ⋅ 𝑠𝑖𝑛(𝜔𝑡) ⋅ 𝑐𝑜𝑠(𝜔𝑡 − 𝜑)] ⋅ 𝑑𝜔𝑡

ଶగ


  (23) 

𝑄 =
௩⋅

ଶగ
⋅ ∫ [𝑠𝑖𝑛(𝜔𝑡) ⋅ 𝑐𝑜𝑠(𝜔𝑡 − 𝜑)] ⋅ 𝑑𝜔𝑡

ଶగ


  (24) 

𝑄 =
௩⋅

ସగ
⋅ ∫ [𝑠𝑖𝑛(2𝜔𝑡 − 𝜑) + 𝑠𝑖𝑛(𝜑)] ⋅ 𝑑𝜔𝑡

ଶగ


 (25) 

𝑄 = 0,5 ⋅ 𝑣 ⋅ 𝑖 ⋅ 𝑠𝑖𝑛(𝜑)    (26) 

𝑄 = 𝑣௦ ⋅ 𝑖௦ ⋅ 𝑠𝑖𝑛(𝜑)    (27) 

e.g., For figure (6), assume that 𝑣௦ = 230 𝑉, 𝑖௦ = 12 𝐴 

 
Figure 6:Voltage and current graph for the load that has 30-degree 
phase difference. 

-Active Power 𝑃 = 𝑣௦ ⋅ 𝑖௦ ⋅ cos(𝜑) = 230 ∗ 12 ∗ cos(30) 
= 2,390.230 𝑤𝑎𝑡𝑡 

-Reactive Power 𝑄 = 𝑣௦ ⋅ 𝑖௦ ⋅ sin(𝜑) = 230 ∗ 12 ∗ sin(30) 
= 1,380.000 𝑉𝐴𝑟 

-Apparent Power 𝑆 = 𝑣௦ ⋅ 𝑖௦ = 230 ∗ 12 = 2760,000 𝑉𝐴 
will be calculated as above. In digital systems, it is possible 
to calculate the phase difference and power values based on 
the instantaneous values of voltage and current. 
In MATLAB environment, instantaneous values of current 
and voltage and power values can be calculated by using 
averaging command. 
t = [0: 1e-6: 0.02];                 active_power = mean (v.*i);  
v = 230*sqrt (2) *sin(2*pi*50*t);              reactive_power = mean (v.*iq);  
i = 12*sqrt (2) *sin (2*pi*50*t – (pi/6));   apparent_power=230*12; 
iq = circshift (i, [5e3, -5e3]);  
 

4) Power Factor and Cos (φ) in Power Systems 
In power systems, the ratio of active power to apparent power 
is defined as the power factor [1]. If the network voltage and 
current are in sinusoidal form, that is, if the system does not 
contain a non-linear load, cos (φ) is equal to the power factor 
(PF). 
In the equation (21) and (27) we get (P) and (Q) then we can 
use them to find (S) value as in (28) 

𝑆 = ඥ𝑃 
ଶ + 𝑄 

ଶ      (28) 

𝑐𝑜𝑠(𝜑) = 𝑃𝐹 = 𝑃/𝑆     (29) 

In addition to that, if there are non-linear loads such as 
rectifiers, uninterruptible power supplies, electronic ballasts 
in power systems, current and voltage signal shapes move 
away from the sinusoidal form and harmonics occur in the 
system. In a harmonic system, power expressions such as the 
effective value of the voltage fundamental component 𝑣ଵ and 
the effective value of the current fundamental component 𝑖ଵ 
can be written as follows.[1] 

𝑆ଵ = ට𝑃ଵ 
ଶ + 𝑄ଵ 

ଶ     (30) 

𝑃ଵ = 𝑣ଵ ⋅ 𝑖ଵ ⋅ 𝑐𝑜𝑠(𝜑)     (31) 

𝑄ଵ = 𝑣ଵ ⋅ 𝑖ଵ ⋅ 𝑠𝑖𝑛(𝜑)     (32) 

𝑃𝐹 =
௩భ

௩ೝೞ
⋅

భ

ೝೞ
⋅ 𝑐𝑜𝑠(𝜑)     (33) 

𝑃𝐹 = 𝐾௩_ௗ௦௧௧ ⋅ 𝐾_ௗ௦௧௧ ⋅ 𝑐𝑜𝑠(𝜑)   (34) 

In (34), 𝐾𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 coefficients are defined as distortion factors 
for current and voltage, and cos(𝜑) is defined as the 
displacement factor. If it is assumed that there is no harmonic 
in the network voltage, the 𝐾௩_ௗ௦௧௧ coefficient will have 
no effect and the power factor value will be as in (35). 
𝑃𝐹 = 1 ⋅ 𝐾_ௗ௦௧௧ 

⋅ 𝑐𝑜𝑠(𝜑) = 𝐾_ௗ௦௧௧ 
⋅ 𝑐𝑜𝑠(𝜑) (35) 

 
Figure 7: A current signal with the 7th harmonic in it 

𝑣௦ 
text 

𝑖௦ 
text 

Blue= 50sin(wt) 
Red= 50sin(wt)+5sin(7wt) 
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5) Harmonic Distortion 
In electrical power systems containing harmonics, the 
effective values of current and voltage can be expressed in 
the following equations. 

𝑣௦ = ඥ𝑣ଵ
ଶ + 𝑣ଶ

ଶ + 𝑣ଷ
ଶ + ⋯ + 𝑣

ଶ    (36) 

𝑣௦ = ඥ𝑣ଵ
ଶ + ∑ 𝑣

ଶ
ୀଶ      (37) 

𝑖௦ = ඥ𝑖ଵ
ଶ + 𝑖ଶ

ଶ + 𝑖ଷ
ଶ + ⋯ + 𝑖

ଶ    (38) 

𝑖௦ = ඥ𝑖ଵ
ଶ + ∑ 𝑖

ଶ
ୀଶ      (39) 

Total harmonic distortion value can be defined as the ratio of 
harmonic components to fundamental components. This 
value can be written separately for current and voltage. 

𝑇𝐻𝐷௩ =
ට௩మ

మା௩య
మା⋯ା௩

మ

௩భ
     (40) 

𝑇𝐻𝐷 =
ටమ

మାయ
మା⋯ା

మ

భ
     (41) 

B. Purpose of the Experimentation 

Today, digital measurement systems are generally preferred 
in order to be able to measure in alternating current systems 
and to have healthy data about energy quality. The accuracy 
of electrical quantities measured in these systems depends on 
certain parameters. [1] 
It is aimed to design an embedded system by using various 
methods to investigate and compare the effects of these 
parameters on the measurement results and to reduce the 
errors that may occur. 

C. Key Findings 

The duty cycle frequency of the MCU to be used in the 
designed digital analyzer system, the resolution of the analog-
digital converter, the sampling rate and the number of 
channels that can operate simultaneously are compatible. The 
analyze can be performed without losing time in sampling. In 
addition, if the temperature dependence of the sensors and 
electronic materials used is calibrated with an external 
temperature measurement, a fault-free measurement can be 
obtained. 

II. PHASE LOCKED LOOP (PLL) DESIGN 

In grid-connected applications, phase angle must be 
calculated accurately in order to work simultaneously with 
the grid [8]. Phase angle is determined by a software phase 
locked loop (PLL) without being affected by distortions such 
as frequency shifts, voltage changes or harmonics that may 
occur from time to time in the network.  
In general, the phase locked loop is a closed loop control 
system with an internal oscillator to be able to lock onto the 
phase of an external signal using a feedback structure. It can 
be simply expressed as a control system that minimizes the 
phase difference between the reference signal and the output 
signal. In devices connected to the network, there may be 
situations such as frequency change, absence of phase or 
imbalance [8]. In such cases, a phase locked loop design 
should be designed to minimize these errors for the stability 
of measurement systems. As seen in Figure 8, a simple phase 

locked loop (PLL) which consists of a phase detect (PD), a 
loop filter (LPF), and a voltage-controlled oscillator (VCO). 

 
Figure 8:Phase Locked Loop Block Diagram 

The discrete time block diagram of the classical PLL model 
is as follows. 

 
Figure 9: Classic PLL PSIM model 

Thanks to the synchronization signal obtained by the PLL 
model, synchronization with the network will be ensured in 
case of disturbances in the network and frequency shifts. As 
an example of the discrete time block diagram of the PLL 
model obtained in Figure 9, it is seen in Figure 10 that it is 
properly locked into phase at the output against the sinusoidal 
input signal with phase difference. Filter coefficients for the 
sample are as follows.  
Second order low pass filter coefficients;  
b_0 = 0,00015515946  
b_1 = 0,00031031892  
b_2 = 0,00015515946  
a_1 = -1,9648072  
a_2 = 0,96542785  
PI controller coefficients;  
b_0= 10,5  
b_1= -9,95 

 
Figure 10:Response of designed PLL to sinusoidal input signal 

III. HARDWARE AND SOFTWARE DESIGN 

The energy requirement of the equipment to be designed is 
reduced gradually to 12V DC voltage with the converter 
circuit within the system with 230V AC voltage. All digital 
elements on the circuit (Microcontroller, OPAMP, 
Communication Peripherals etc.) except the TFT LCD 
screen, operate with 3.3V DC voltage. Only TFT LCD screen 
operates with 5V DC voltage. 12V DC voltage taken from the 
converter circuit is converted into 5V DC and 3.3V DC 
voltage by linear voltage regulators step by step. LM7805 is 
employed for 5V conversion and 78M33 linear regulator is 
employed for 3.3V conversion. additionally, diodes are added 
to the input sections for linear current control. USB, 

Blue= Vsync | Red= Vin 
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Bluetooth, RS485 for communication within the designed 
hardware and such the pins of CPU for debugging BOOT0 
and CLK pins for serial communication are given from the 
PCB via headers. it's hospitable coding as desired. Altium 
Designer, MATLAB, Proteus, PSIM and other engineering 
programs were used for the planning. 

 
Figure 11: Designed v0.2 PCB in Altium Designer 

 
Figure 12:Assemblied Designed PCB v.0.1 

IV. EXPERERIMENTAL RESULTS 

 

    
    

  
 
Figure 13: a) Grid Magnitudes b) Power Magnitudes            
c) Harmonics on the current d) Total distortion on the grid          
e) 1000sin(wt) + 150sin(7wt) + 100sin(9wt) + 80sin(13wt) signal 
f) FFT spectroscopy of (e). 

V. CONCLUSION AND FUTURE WORKS 

Within the scope of this thesis, an embedded system has been 
developed so as to make numerical measurements in 
electrical grid systems and therefore the factors which will 
affect the measurement are investigated by making 
experiments on various systems supported IEEE 1459-2010 
Standards [10]. 

Furthermore, it’s proved that various factors directly affect 
the measurement quality. Temperature changes of electronic 
components used are one in all the important factors. thanks 
to the optimal working environment of the components are 
different, so as to attenuate the negative impact of this case, 
the materials used is preferred with higher sensitivity and 
lower temperature coefficient. Also, the field effect sensor 
utilized in the current input is tormented by the external 
magnetic field. To avoid negative effect of this case, it's going 
to be possible to produce magnetic isolation of the area where 
the sensor is located on the hardware or standard transformer 
like rated 250/5A is also accustomed get far better results 
with the high precision. However, a current transformer 
requires much space. Besides, sensitivity of the operational 
amplifiers utilized in voltage and current inputs is critical. a 
low precision operational amplifier will cause irrelevant 
results, especially when making measurements too close to 
zero. To avoid this case, choosing a high quality and high 
precision operational amplifier will influence positively 
affect the results. Additionally, chosen MCU is vital. If a 
microcontroller with high performance and decimal 
processing capability isn't preferred, it'll influence negatively 
the results in order that it'll cause loss of sensitivity during the 
mathematical operations. For the remainder, the second 
revolution of PCB also generated and everyone necessary 
revisions are upgraded. thanks to its open source, you'll be 
able to modify the PCB software as you desire. The software 
is sort of the identical but the screenshotted PCB is modified. 
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Abstract—Facial expression recognition is significantly benefi-
cial to computer vision due to its potential applications. Facial
expression recognition includes machine and human interaction,
security, psychology, and changing appearance in social media
applications. In this paper, new geometric based features are
proposed for the recognition of seven facial expressions. The
number of features is reduced by using feature selection methods.
Obtained features are applied to Support Vector Machines (SVM)
classifier. In the experimental studies, the extended Cohn-Kanade
(CK+) dataset is used and facial expressions are classified by
using the 10-fold cross-validation method. Classification accuracy
of 93.5% is achieved in CK+ dataset with the features selected
by the Sequential Backward Feature Selection method.

Index Terms—facial expression recognition, geometric based
features, feature selection, support vector machine

I. INTRODUCTION

Facial expression is one of the most effective, natural,
and important tools for people to show their emotions and
objectives [1]. Facial expressions are commonly used in
behavioral understanding of emotions, cerebral science, and
social collaborations [2]. There are two common methods
to obtain facial features: geometric feature-based methods
and appearance-based methods [1]. The geometric features
introduce the shape and positions of facial components such
as mouth, nose, eyes, and eyebrows that are extracted to create
a feature vector representing facial geometry. In appearance-
based methods, image filters such as Gabor wavelets are
applied to the entire face or specific facial areas to remove
facial appearance differences, including wrinkles, bumps and
grooves

In the last decade, automatic facial expression recognition
has been gaining tremendous attention and has become a
crucial topic in scientific society because facial expressions are
one of the most robust, natural, and immediate tools for people
to show their emotions and intentions [3]. The recognition rate
of individual facial expressions is not high, which decreases
the success rate of real-time facial expression recognition as
well. The main complexity of independent facial expression
recognition is that the appearance of the human face affects
the correct acquisition of expressive features [4]. In recent

years, researchers have implemented many enhancements to
the expression recognition systems to improve the facial
expression recognition rate.

By taking the median of the landmark tracking results from
facial expression sequences training, the classic expression se-
quence is created for each facial expression class. [2]. Bartlett
et al. presented results on an user independent fully automatic
system for real time recognition of basic facial expressions
from video [5]. They presented an approach to obtain a further
speed advantage by combining feature selection based on
Adaboost with feature integration based on SVM.

Statistical local features, local binary pattern (LBP), are
widely used in facial expression recognition especially with
the SVM [3], [6]. Appearance and geometric based features
are also used with SVM in facial expression recognition [7],
[8]. Li et al. proposed a recognition algorithm of person
independent facial expression based on improved LBP and
HOSVD (Higher-Order Singular Value Decomposition) [4]. In
the phase of facial expression classification and recognition,
the conventional nearest neighbor classification is modified
into k- nearest neighbor pre-classification, and the local energy
obtained by HOSVD is utilized to specify the resemblance of
two images for secondary classification.

The Convolutional Neural Network (CNN) is another pop-
ular method used for facial expression recognition [5], [9].
Liu et al. proposed a FER model based on improved CNN
for Sobel edge detection and fused SVM [10]. To solve the
problem of facial recognition in face closure, Feng and Shao
proposed a human eye facial expression recognition model for
transfer learning [11]. Bartlett et al. introduced a methodical
comparison of machine learning methods employed to the
automatic recognition problem of facial expressions [12]. They
demonstrated their results on a sequence of experiments by
comparing recognition methods, including AdaBoost, SVM,
linear discriminant analysis.

In this paper, seven facial expressions in the CK+ dataset are
classified. For this purpose, new geometrical-based features are
extracted from the landmark points on the facial images. These
features and the features selected by three selection methods
are applied to the SVM classifier.

The paper is organized as follows: the feature extraction
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(a) (b) (c) (d)

Fig. 1: (a) and (b) denotes feature landmark points, (c) and (d) denotes selected 28 features from SBFS.

and feature selection are given in Sections II and III respec-
tively. The classifier and experimental study are presented in
Sections IV and V respectively. Finally, Section VI includes
the conclusion.

II. FEATURE EXTRACTION

Feature extraction is the first phase of the facial expression
recognition that is mainly composed of three stages: face
detection, facial landmark tracking, extracting features from
the landmark tracking result. We used the Viola-Jones face
detection algorithm in the face detection phase [13]. Facial
landmarks are taken from the dlib’s facial landmark detector
[14]. 68 facial landmarks are obtained by using the same
detector. In literature, most of the researchers use both neutral
state and expressions state in the feature extraction. However,
in our work, the first group of extracted features corresponds to
the Euclidean distances between two odd-numbered landmarks
from 1 to 67, 3 to 67, . . . etc. The second group of extracted
features corresponds to the Euclidean distances between two
even-numbered landmarks from 2 to 68, 4 to 68, . . . etc.
Feature vectors were created by combining these two groups
and a total of 1122 features were extracted.

III. FEATURE SELECTION

Most of the feature selection methods can be divided into
3 main categories. These are filter methods, wrapper methods,
and tree-based models. In this study, three feature selection
methods are used to reduce the size of feature vectors. These
methods are two Wrapper-Methods(Sequential Forward Fea-
ture Selection and Sequential Backward Feature Selection) and
Principle Component Analysis (PCA), which is very common
in dimension reduction. They are briefly described in the
subsections below.

A. Sequential Forward Feature Selection (SFFS)

In SFFS, first, the best single feature is selected, then
two pairs of features are formed using one of the remaining
features and this best feature, and the best feature pair is
selected. In the third step, triplets of features are taken using
one of the remaining features, and these two best features
and the best triplet is selected. These steps are repeated until
the best representative subset of features is selected. After the
application of SFFS, we obtain the best 60 features.

B. Sequential Backward Feature Selection (SBFS)

The second feature selection method is SBFS. In this
method, first, the classification function is computed for all
features. Then, each feature is deleted once at a time, the clas-
sification function is computed for all subsets with all minus
deleted one, and one feature having the worst classification rate
is discarded. These steps are repeated until the best subset of
features is selected. After the application of SBFS, we have
the best 28 features

C. Feature Selection with Principal Component Analysis

Principal Component Analysis (PCA) is a technique that
is mostly applied for dimension reduction. The main purpose
of PCA is to keep the data set with the highest variance in
high dimensional data while applying dimension reduction. It
provides a lower dimension by finding the general properties
of the given dimension. Certain features will be lost with
size reduction; but intended, these disappearing have little
informational characteristics about the classification. In this
study, we applied PCA as a feature selection method. In
the CK+ dataset, the number of eigenvalues is tuned from
2 features to all features. Best recognition results are obtained
by the selection of 268 features.

162



IV. SVM CLASSIFIER

SVM is a supervised learning method which is commonly
used for classification, regression, and outliers detection [15].
In this classifier, a datum item is indicated as a point into
the n-dimensional space along with the value of each feature
corresponding to a specific coordinate. Also, the classification
is implemented by finding the hyper-plane that discriminates
the classes. In SVM, if there is no linear hyper-plane between
two or more classes, a method called the kernel trick is applied.
In this study, the RBF kernel is applied to classify 7 facial
expression classes.

V. EXPERIMENTAL STUDY

In the experimental study, the CK+ dataset is used, and test
results are demonstrated in the following subsections.

A. Dataset

In the Facial Expression Recognition study, the Extended
Cohn-Kanade (CK+) dataset [16] was used. This dataset was
widely used by many researchers [1]–[9], [11], [12], [17].
The dataset contains facial images from 123 subjects with
7 emotions (i.e., anger, contempt, disgust, fear, happiness,
sadness, and surprise). In our study, the first of frame sequence
belonging to each emotion is chosen as a neutral frame. Also,
the last two or three emotional frames have been chosen
to increase the number of samples on each emotion in the
dataset. This leads to a total of 989 images of 8 classes. For
a fair comparison with other many studies, we use 7 facial
expression classes without a neutral class in the recognition
process. Finally, we have 866 images whose distributions are
given based on their classes in Table-I.

TABLE I: The number of samples for each class in CK+
dataset

Ang
er

Con
tem

pt

Disg
us

t

Fea
r

Hap
pin

ess

Sad
ne

ss

Sup
ris

e

Tota
l

90 82 158 121 138 111 166 866

B. Results and Discussions

During the classification process, SVM is used together
with the RBF kernel. 10-fold cross-validation is used to obtain
average accuracy results. In this method, the dataset is divided
into 3 parts as training, testing, and verification. A recognition
rate of 88.2% is obtained from the RBF kernel of SVM
using features without any selection. The confusion matrix for
this case is given in Figure 2. 89.5% and 93.5% recognition
rates are obtained using the RBF kernel of SVM for the
features selected by SFFS (60 features) and SBFS (28 features)
respectively. The confusion matrices for these cases are given
in Figures 3 and 4 respectively. When the 268 features that

Fig. 2: Confusion matrix obtained for the features without selection.

Fig. 3: Confusion matrix obtained for the features selected by SFFS.

Fig. 4: Confusion matrix obtained for the features selected by SBFS.
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TABLE II: The Classification Results on the CK+ Dataset

Accuracy on CK+ Dataset in Percentage

Feature Selection Method Proposed Method RBF Kernel SVM [7] Linear Kernel SVM [12] *LDA [12] RBF Kernel SVM [17]

None 88.2 84.7 88.0 44.4 81.1
SFFS 89.5 88.7 – – –
SBFS 93.5 – – – –
PCA 90.8 – 75.5 80.1 –

LDA : Linear Discriminant Analysis

are selected by PCA are used with RBF Kernel of SVM the
recognition rate of 90.8% is obtained. The confusion matrix
of RBF kernel SVM classifier for feature selection with PCA
is given in Figure 5.

The feature vectors which are obtained by Euclidean dis-
tances are classified with RBF kernel SVM by using 10-fold
cross-validation. The results of the feature selection methods
are given in Table-II. The best classification accuracy of 93.5%
is achieved in the CK+ dataset with 28 features selected by
SBFS in the proposed method. This result is also higher than
the results given in references [7] and [17] when the RBF
kernel SVM is used as a classifier.

When linear kernel SVM and Linear Discriminant Analysis
(LDA) are used as in [12], the classification accuracies are
less than those of the proposed method. On the other hand,
the study in [12] has inspired our study in order to apply
feature selection methods on the geometric features. It has
been proven that facial expression recognition accuracy will
increase by using PCA and Adaboost when selecting features.
The proposed method has also achieved more successful facial
expression recognition when compared with the results given
in [7] and [12]. The results show better classification accuracy
than [17] when only the features are used.

Fig. 5: Confusion matrix obtained for the features selected by PCA.

VI. CONCLUSION

In this study, different geometric features of landmark
points on the facial images are proposed in facial expression
recognition rather than using usual landmarks. The Euclidean
distances between two of the landmark points by skipping one
landmark point are used when obtaining geometric features.
When these features are used to classify seven facial expres-
sions with the SVM classifier,the best results are obtained with
the proposed method compared with the results given in the
literature.

Three different feature selection methods are applied during
the facial expression classification stages due to the negative
impact of some features. When SBFS is used 28 features are
selected and the classification accuracy of 93.5% is obtained.
When SFFS and PCA are used 60 and 268 features are selected
and the classification accuracies of 89.5% and 90.8% are
obtained respectively. These results are also higher than the
results given in [7], [12], [17].

In feature studies, it is aimed to achieve facial expression
recognition with a higher success rate by applying geometric
and appearance-based features together. In addition, it is
planned to expand the work with deep learning methods to
increase the classification performance.

ACKNOWLEDGMENT

We would like to thank Prof. Jeffery Cohn and Megan Ritter
for the use of the Extended Cohn–Kanade dataset.

REFERENCES

[1] C. Shan, S. Gong and P. W. McOwan, “Facial expression recognition
based on Local Binary Patterns: A comprehensive study”, Image and
Vision Computing, Vol. 27, pp. 803–816, 2009.

[2] D. Ghimire and J. Lee, “Geometric Feature-Based Facial Expression
Recognition in Image Sequences Using Multi-Class AdaBoost and
Support Vector Machines”, Sensors, Vol. 13, pp. 7714-7734, 2013;
doi:10.3390/s130607714.

[3] X. Zhao and S. Zhang,” Facial Expression Recognition Based on Local
Binary Patterns and Kernel Discriminant Isomap”, Sensors, Vol. 11, pp.
9573-9588, 2011; doi:10.3390/s111009573.

[4] Y. He and S. Chen, “Person-Independent Facial Expression Recognition
Based on Improved Local Binary Pattern and Higher-Order Singular
Value Decomposition”, IEEE Access, Vol. (, pp. 190184-190193, 2020;
doi: 10.1109/ACCESS.2020.3032406.

[5] M. S. Bartlett, G. Littlewort, I. Fasel and J. R. Movellan, “Real
Time Face Detection and Facial Expression Recognition: Development
and Applications to Human Computer Interaction”, Proceedings of the
Conference on Computer Vision and Pattern Recognition Workshop
(CVPRW03), 16-22 June, Madison, Wisconsin, USA.

164



[6] Caifeng Shan, Shaogang Gong and P. W. McOwan, ”Robust facial
expression recognition using local binary patterns,”IEEE International
Conference on Image Processing 2005, Genova, 2005, pp. II-370, doi:
10.1109/ICIP.2005.1530069.

[7] C. Gacav, B. Benligiray and C. Topal, ”Greedy search for descriptive
spatial face features,”2017 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), New Orleans, LA, 2017, pp.
1497-1501, doi: 10.1109/ICASSP.2017.7952406.

[8] T. Mohammad and M. L. Ali, ”Robust facial expression recognition
based on Local Monotonic Pattern (LMP),”14th International Confer-
ence on Computer and Information Technology (ICCIT 2011), Dhaka,
2011, pp. 572-576, doi: 10.1109/ICCITechn.2011.6164854.

[9] L. S. Videla and P. M. A. Kumar, ”Facial Expression Classification
Using Vanilla Convolution Neural Network,” 2020 7th International
Conference on Smart Structures and Systems (ICSSS), Chennai, India,
2020, pp. 1-5, doi: 10.1109/ICSSS49621.2020.9202053.

[10] S. Liu, X. Tang and D. Wang, ”Facial Expression Recognition Based
on Sobel Operator and Improved CNN-SVM,” 2020 IEEE 3rd Interna-
tional Conference on Information Communication and Signal Process-
ing (ICICSP), Shanghai, China, 2020, pp. 236-240, doi: 10.1109/ICI-
CSP50920.2020.9232063.

[11] H. Feng and J. Shao, ”Facial Expression Recognition Based on
Local Features of Transfer Learning,”2020 IEEE 4th Information
Technology, Networking, Electronic and Automation Control Confer-
ence (ITNEC), Chongqing, China, 2020, pp. 71-76, doi: 10.1109/IT-
NEC48623.2020.9084794.

[12] M. S. Bartlett, G. Littlewort, M. Frank, C. Lainscsek, I. Fasel and J.
Movellan, ”Recognizing facial expression machine learning and applica-
tion to spontaneous behavior,” 2005 IEEE Computer Society Conference
on Computer Vision and Pattern Recognition (CVPR’05), San Diego,
CA, USA, 2005, pp. 568-573 vol. 2, doi: 10.1109/CVPR.2005.297.

[13] P.A. Viola and M.J. Jones, ”Robust real-time face detection”, IEEE
International Conference on Computer Vision (ICCV), 2001.

[14] Davis E. King. Dlib-ml: A Machine Learning Toolkit. Journal of
Machine Learning Research 10, pp. 1755-1758, 2009

[15] M.A. Hearst ”Support Vector Machines,” in IEEE Intelligent Systems
and their Applications , 1998.

[16] Lucey, P., Cohn, J. F., Kanade, T., Saragih, J., Ambadar, Z. and
Matthews, I. (2010). The Extended Cohn-Kanade Dataset (CK+): A
complete expression dataset for action unit and emotion-specified ex-
pression. Proceedings of the Third International Workshop on CVPR
for Human Communicative Behavior Analysis (CVPR4HB 2010), San
Francisco, USA, 94-101

[17] D. Ghimire, S. Jeong, S. Yoon, J. Choi and J. Lee, ”Facial ex-
pression recognition based on region specific appearance and ge-
ometric features,” 2015 Tenth International Conference on Digital
Information Management (ICDIM), Jeju, 2015, pp. 142-147, doi:
10.1109/ICDIM.2015.7381857.

165



 

 

Spectrogram Images Based Identification of Bird 

Species Using Convolutional Neural Networks 
 

Jutyar Awrahman 

Department of Computer Engineering, 

Karabuk University, 

Karabuk, Turkey, 

jutyarfa92@gmail.com 

 
 

Hakan Kutucu 

Department of Computer Engineering, 

Karabuk University, 
Karabuk, Turkey, 

hakankutucu@karabuk.edu.tr 

Abstract—The identification of bird species by their sounds 

is one field of research. This paper focuses on identifying bird 

species based on spectrogram images using Convolutional 

Neural Networks (CNN). This represents more than a challenge 

when speaking of advanced identification of bird species with 

spectrogram analysis. Different CNN architecture models and 

representations of the spectrum have been trained, validated, 

and tested on 10600 audio instances, which belongs to 437 

different classes in our dataset. We had concluded that CNN 

allows achieving good results since it eliminates the potential 

modeling errors from results of the incomplete or inaccurate 

bird species knowledge. The models were implemented by using 

the Python programming language and the Librosa library. The 

bird sounds have been obtained from different areas in Turkey, 

and we performed pre-processing operations to create a 

spectrogram dataset.  We divided the label sounds for training, 

testing, and validation. Then, the samples were put into 10-folds. 

The system trains for 300-epochs and the loss is 1.0207 and the 

overall training accuracy stands at 0.91.  

Keywords—Birds sound dataset, Classification, CNN, 

Spectrogram. 

 

I. INTRODUCTION 

The monitoring of animals' populations is an important 
issue in ecology. The use of acoustics for classifying and 
monitoring animals in their environments is an interesting 
subject lately. Using recorded sound data for animal species 
classification is useful for monitoring biodiversity, breeding, 
and population dynamics [1]. 

The aim of this paper is to detect and classify bird species 
using a Convolutional Neural Network (CNN). The detection 
of bird species is a useful issue to solve, and it has been a major 
cause of birds’ conservation for many years. One of the most 
common problems of bird species detection is the fact that bird 
species fall into several types [2]. Speech researchers are 
worked on imagine data in the early stages in 1960s and the 
spectrogram was used, Representation of information by using 
spectrogram produced a good feature for sound classification 
[3]. 

Audio systems are highly advanced nowadays, yet there 
are still a lot of false results [4]. Due to the differences 
between negative and positive proportions, the system always 
tries to classify the regions and use some of them later. To 
increase the accuracy of a detection system, separate models 
are used for classification [5]. 

With the improvement of the deep neural network, many 
new architectural models appear. Hence, it is critical to assess 
which provide the finest execution, with the lowest time 
utilization. In some cases, deep neural network systems are 
overkill for a specific task, whereas using less complex 
strategies can produce comparable results while, at the same 
time, sparing assets. Subsequently, working on each issue 
needs detailed and a lot of studies. 

The organization of the paper is as follows: The related 
work is given in Section II. The bird sounds dataset, 
representation of the spectrograms, and different CNN 
architecture models are introduced in Section III, an 
explanation of the results are shown in Section IV, and finally, 
the conclusion of the paper in Section V.  

 

II. RELATED WORK  

In this section, we present the latest research papers and 
projects related to our work. Jaiswal et al. [6] used a 
Convolutional Neural Network as a method to classify sounds. 
The dataset used consisted of various urban sounds and 
spectrograms generated from these sounds, to be used by a 
CNN, and various layers were used. Although the accuracy of 
state-of-the-art methods was 78%, the accuracy achieved by 
this paper was 85%. 

Bai et al. [7] worked on a system for identifying birds 
based on an inception model with some techniques of data 
augmentation, working on BirdCLEF, and extracting features 
using a log-mel spectrogram.  They chose an inception-v3 
model, which allows more extracted features and has fewer 
parameters. They added data augmentation to prevent 
overfitting and improve performance and the model achieved 
0.055 of classification mean average precision (c-mAP). 

Kücụ̈ktopcu et al. [8] worked on a model to recognize the 
sounds of birds. The model is a composite of three basic 
hardware elements, namely a microphone, a microcontroller, 
and a storage unit. First, they recorded sounds from the 
environment. Then, they removed noise. The final proposed 
system conducts feature extraction and the classification of 
bird species. They store the processed data on an SD card. 

Xie et al. [9] worked on acoustic and visual features and 
used a CNN for bird sound classification. Their dataset 
consisted of 14 bird species, and the best achievement of their 

166

mailto:jutyarfa92@gmail.com
mailto:hakankutucu@karabuk.edu.tr


study was an F1-score of 95.95% through the fusion of 
acoustic features, visual features, and deep learning.     

This paper presents methods for changing sound to image 
(spectrogram), feature extraction from bird's sound, and 
classification of birds by using (CNN). 

 

III. METHODOLOGY 

 The methodology has been divided into different steps.  
Various representations of signal and different CNN 
architecture models have been used. Practically, this research 
has been implemented using the Python programming 
language and the Librosa library. 

A.  Dataset Details 

Bird sounds have been obtained from different areas in 
Turkey. The dataset consists of 802 bird sounds, which are in 
mp3 files. The files contain events from different life stages of 
the birds, and have different durations. All file names are in 
Turkish, and they have stereo channels. First, we listened to 
all files and found that some parts of the files contained 
background noises, such as humans, other animal sounds, or 
rain. Sound durations ranged from 3 seconds to 5.3 minutes, 
so we extracted the good parts of the bird sounds. Finally, we 
obtained 10600 .wav files with a 44.1 KHz mono channel, 
each 5 seconds long. The samples were put into 10-folds with 
437 bird species (classes). The dataset was labeled by creating 
a CSV file, and all the file names, numbers of folds, and Latin 
names of species (Scientific names) were put in the CSV file. 

B. Spectrogram 

A spectrogram is the representation of a signal with 
different frequencies over different times. Both the vertical 
and horizontal axis of a spectrogram represents the frequency 
and the time of the signals that have been converted into the 
spectrogram. It contains more information than other types of 
time-frequency. A spectrogram can be used to show bird 
sounds by converting the vocals to various signals and those 
signals to a spectrogram. After that, the spectrogram can be 
used to differentiate each bird species from the others [10].  

A Convolutional Neural Network (CNN) works on 
images; therefore, the audio files first must be converted to an 
image format so that they can be used by the CNN [1]. 

In this study, we used three time-frequency transform 
methods (Chroma-STFT, Mel-frequency cepstral coefficients 
(MFCCs), and a Mel Spectrogram) to convert the sounds to 
spectrograms.   

a) Chroma STFT (Short-Time Fourier Transform) 

We use the waveform to compute Chroma STFT. Which 
can be used on audio samples, and the results can be displayed 
as a spectrum in Chroma gram. The notes of the audio are 
shown on the vertical axis in the Chroma-gram. Chroma 
preferences are good for representing music audio since the 
spectrums are shown in 12 bins that indicate distinct semitones 
[11]. 

 

 

 

 

b) Mel Frequency Cepstral Coefficients (MFCCs) 

It can be used as a Mel-frequency spectrogram. This 
technique is often used in audio-related applications. A signal 
is a small indication, usually between 10 to 20 bins, and shows 
the overall view of the spectral envelope [12]. 

c) Mel-Spectrogram 

A Mel scaled spectrogram is computed by Mel-

spectrogram. This is used to represent a signal at a different 

frequencies over different times, and the signals are usually 

divided into 128 bins [11]. Fig. 1 shows the representation of 

the above three spectrogram types of Dendrocopos leucotos 

which is a white-backed woodpecker. 

 

C. Preprocessing and segmentation  

The audio files are first preprocessed into a format that can 
be used to train the Convolutional Neural Network [1]. First, 
we changed the audio files from stereo to mono channel and 
normalized to -3 dB with a 44,1 KHz sample rate. All sounds 
have different durations, ranging from 3 seconds to 5.3 
minutes. We split all sounds manually into 5 seconds 
segments.   

All the sample sets are randomly divided into a training 
set, validation set, and testing set. The ratio of this division is 
8:1:1. Using these samples, the model is well trained and 
validated. The flowchart of the training of identification model 
is illustrated in Fig.2.   

Fig 1. Spectrogram of Dendrocopos leucotos 

Chroma_STFT 

 
 

MFCC

 
 

Mel spectrogram  
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Fig. 3. The operation of the Convolution Network. 

Fig. 2. Flowchart of the training of identification models. 

D. System Modeling 

 This study uses a Convolution Neural Network, because 
CNNs have had considerable success in most classification 
tasks. The CNN is inspired by the connectivity patterns of 
neurons. It consists of several layers: first the input layer, then 
several convolutional layers and a pooling layer, then one or 
more fully connected layers, and finally the output layer [13].  

 The main portion of a CNN is the convolution operation. 
This is the core building block of a CNN. The main purpose 
of these operations is to extract features. The required 
preprocessing in CNN is much fewer than other traditional 
methods. The main advantage of CNN is that there is no need 
to extract the matrix and design the formula to extract the 
features manually. we used 2D convolution layers consisting 
of different sizes of filters, and the first layer in the CNN 
performed convolution with a spectrogram of 128 features. As 
explained the operation of the Convolution Network is shown 
in Fig. 3 [14]. 

 

 

 

 

 

 

 

 

 

 

After the convolutional layer, the pooling layer is applied. 
This is used to decrease the number of parameters; images are 
shrunk down while preserving the most important information 
in them. We used a max pooling (2,2) filter with a stride of 2, 
as shown in Fig.4.   

 

 

 

 

 

 

 

 

 

The fully connected layers come after convolution and 
pooling layers. After training methods to change sounds into 
the spectrogram, we need to create CNN architectures 
consisting of different filters and layers so as to have better 
results for our system and to increase the accuracy, lower the 
loss, and reduce overfitting for the process. The parameters of 
the CNN models used in the study are given in Table 1. 

Fig. 4. The representation of the max pooling layer 

Table 1. Parameters of CNN models used in the paper. 
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An attempt has been made to optimize our training 
processing time and maintain good overall performance. We 
evaluated different kinds of parameter settings and found the 
following to be very effective [15]. 

The dropout has been used to prevent or reduce overfitting. 
We used a dropout with 0.4 unit. In this work, the (Adam) 
optimizer algorithm which is responsible for reducing the 
losses and for providing the most accurate results possible has 
been used. Loss function was used to make our prediction to 
able to predict expected outcomes. We used categorical cross-
entropy as a loss function because it is the best one to work 
with multi-class classification labels. To decrease the 
complexity of the models, we used L2 regularization since it 
is better than L1 for complex data.    

 

E. Implementation 

The models were implemented by using the Python 
programming language and the Librosa library. The steps of 
the implementation are as follows: 

1) Create Sample sets 
Three representation types of spectrograms with 150 

epochs have been used. These are: 

a) Chroma-stft 

Chroma-STFT is the first method we use to transform bird 

sounds to spectrograms, with 12 dimensions, and the total 

number of parameters is 1.336.499. The results show an 

accuracy of 0.4 with a loss of 3.1351. 

 

b) Mel-frequency cepstral coefficients 

By using Mel-frequency cepstral coefficients (MFCCs) on 
our dataset to create a spectrogram with 20 dimensions, we 
achieve an accuracy of 0.83, and loss of 0.88316, where the 
number of total parameters is 1.076.403. 

c) Mel spectrogram  

Thirdly, we used a Mel spectrogram to form an image 
from sound, with 128 dimensions. We achieved an accuracy 
of 0.89 and a loss of 1.061098, where the total number of 
parameters is 1.336.499. 

2) CNN models 
Testing the models showed that each had different 

accuracy and loss values. This helps to decide between them 
and choose a good CNN architecture model. The results of the 
models used are as follows: 

 

Net 1: CONV-POOL-FC-FC 

In the first architecture, we have 4 layers which are 

Convolutional, Pooling and two fully connected layers. The 

2D convolution layer consist of (5x5) filter with a channel 

size is 64, the Max Pooling layer is (2x2). The fully connected 

layers of size 1024, 437. The (MSE) loss function is used. We 

used ReLU in all activations, but the last used activation was 

Softmax. After 150 epochs, the model achieved a validation 

accuracy of 0.73 and a validation loss of 0.008, where the 

number of parameters is 2.547.765 

 

Net 2: CONV-POOL-CONV-POOL-FC-FC 

In this architecture, we have 6 layers, using a 2D convolution 

of a (3x3) filter with a channel size of 64, 128, the max 

pooling layer is (2x2), and the (MSE) loss function is used. 

We used ReLU in all activations, but the last used activation 

was Softmax, we have two fully connected layers of 

(1024,437) respectively. We use the dropout of (0.4). After 

150 epochs. The model achieved a validation accuracy of 

0.59 and a validation loss of 0.001. 

  

Net 3: CONV-POOL-CONV-POOL-CONV-POOL-FC-FC 

This model consists of a 2D convolution of a 3x3 filter with 

channel sizes of 64, 128, and 254 respectively. A (2x2) max 

pooling layer and dropout of 0.4 were used. There are two 

fully connected layers, of size 1024 and 437, respectively. 

Hyperbolic Tangent (Tanh) was used on three layers, ReLU 

on one layer, and Softmax for the final activation functions 

respectively, we used the Adam optimizer and categorical-

crossentropy loss function, we used L2 regularization 

(0.0005). After 150 epochs, the model achieved a validation 

accuracy of 0.89 and a validation loss of 1.0611. 

 

Net 4:  CONV-POOL-CONV-POOL-CONV-POOL-FC-FC 

In the last architecture, we have 8 layers, we used the 

techniques as in Model-3 and the same 2D convolution of 3x3 

filter with channel size of 64, 128, 254 respectively. But in 

this architecture, we increase the number of iterations from 

150 epochs to 300. The model achieved validation accuracy 

of 0.91 and a validation loss of 1,0207 as shown in Fig 5. 

 

Fig. 5. Accuracy of the fourth model 

Model accuracy  

 
 

Model loss 
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IV. RESULT  

The performances, after training, of Chroma-STFT, Mel-
frequency cepstral coefficients (MFCCs), and Mel-
Spectrogram with 150 epochs, as well as summaries of 
accuracy, and loss, are shown in Table 2. 

Table 2. Summary of above results with accuracy and loss 

representation of spectrum accuracy loss 

Chroma-STFT 40% 3.135106 

MFCC 83% 0.883159 

Mel_spectrogram 89% 1.061098 

The results in the Table-2 showed the Mel-spectrogram 
was used to transform sound to spectrogram, a good result was 
achieved, and the third approach is the best since it has the 
highest performance. Therefore, therefore, this will be chosen 
for our system. From the results of other researches, it is clear 
that a CNN, as compared to an LSTM, SVM, or RNN, has 
high success in some classification task, because it works well 
on images and speech, and because it is more powerful and 
includes more features. 

The research papers [16, 17] took on the (DCASE 2017) 
challenge of classifying audio using RNN and CNN algorithm 
and achieved the accuracy shown in Table 3. 

 Table 3. Accuracy of DCASE 2017 by using RNN and CNN 

The results of the model presented in our paper can be 
compared to understand and choose the best model. It is clear 
that the CNN has been designed with hyper-parameters, so 
using classification methods with a CNN increases the 
accuracy of the models, as suggested above. It should also be 
noticed that the highest training efficiency among all the 
models was achieved by the CNN model. Some models have 
been trained on the papers dataset as explained in Table 4.  

Table 4. Summary of our models' result 

CNN models Accuracy Loss 

Model 1  73% 0.000805 

Model 2 59% 0.001164 
Model 3  89% 1.061098 

Model 4 91% 1.020716 

After testing the CNN models on the dataset, it is obvious 
the fourth model is the best, since there is an increase in the 
number of epochs to 300, and the accuracy of the model is as 
high as 91%.  

 

V. CONCLUSION 

This paper focuses on identifying bird species based on 
spectrogram images using Convolutional Neural Networks 
(CNN). The labeled dataset has been created which consists 
of 10600 .wav files, each 5 seconds long, covering the sounds 
of 437 different bird species. Different representations of the 
spectrogram have been used, at the result with Mel-
spectrogram to transform sound to spectrogram the best result 
on out dataset was achieved, and some Convolution Neural 

Network architecture models have been exposed, the fourth 
architecture model achieved high accuracy, with low amount 
of overfitting and loss. The CNN network won, with accuracy 
of 91%, 0.94 precision, 0.91 recall, and 0.91 F1-score.  
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CNN model Accuracy 
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ABSTRACT- Domain Name System (DNS) is one of the 

earliest vulnerable network protocols with various security gaps 

that have been exploited repeatedly over the last decades. DNS 

abuse is one of the most challenging threats for cybersecurity 

specialists. However, providing secure DNS is still a big 

challenging mission as attackers use complicated methodologies 

to inject malicious code in DNS inquiries. Many researchers have 

explored different machine learning (ML) techniques to 

encounter this challenge. However, there are still several 

challenges and barriers to utilizing ML. This paper introduces a 

systematic approach for identifying malicious and encrypted 

DNS queries by examining the network traffic and deriving 

statistical characteristics. Afterward, implementing several ML 

methods: (RF: Random Forest, DT: Decision Tree Classifier, 

GNB Gaussian Naive Bayes, KNN: k-nearest neighbor, Logistic 

regression, SVC: Support Vector Classifier, QDA: Quadratic 

Discriminant Analysis, SGD)". These models were employed to 

evaluate their ability to detect malicious DNS traffic using the 

CIRA-CIC-DoHBrw2020 data set. The Experiments revealed a 

good accuracy score where DT and RF models have achieved the 

highest accuracy, 99.99 % relative to other detection methods. 

 
Keywords—DNS Traffic, Malicious DNS, Zero Day attack, 

CIRA-CIC-DoHBrw2020, DNS tunneling. 

 

I. INTRODUCTION 

DNS is an important protocol that has a substantial role in 

relation to web activities such as browsing and e-mail. It 

represents the phonebook of the Internet. Humans access 

information online through domain names, like google.com or 

yahoo.com. Web browsers interact through Internet Protocol 

(IP) addresses. DNS translates domain names to IP 

addresses so browsers can load Internet resources. DNS 

allows applications to use site names like Google.com instead 

of the IP addresses that cannot be memorized [1]. 

Since DNS is not used for Data transfer, numerous 

organizations get less consideration and have no monitoring 

plans in terms of security checking compared to other 
protocols like Web activity where attacks often take place. 

Since DNS is used by everyone, everywhere and all traffic 

flows through it. Point your traffic to the right destination. 

Because of its rule and its sensitivity in your real environment, 

it is exposed to many threats from attackers that target to 

control the DNS and grant them the possibility to abuse the 

DNS in order to extract and infect all data from it. 

Since many organizations utilize one or two DNS servers, 

they may wake up to the reality that they are unable to protect 

their DNS against massive attacks with a large amount of 

traffic to their website that leads to servers crashing, 
preventing their users from accessing the website. This is 

because a large amount of traffic could be vulnerable to DNS 

security breaches. A malicious attack can also aim to exploit 

security vulnerabilities on the server that runs the DNS 

services and extract valuable data such as passwords, 

usernames, and other personal information. 

Previous efforts in securing the DNS have focused on 

protecting the validity of information coming from the DNS. 

Since much of the Internet's traffic is encrypted and served by 

large content delivery networks, in many cases, domain name 

systems are the only clear text sign about the specific service 

being accessed. 

DNS Tunneling is a method of cyber attack that encodes 
the data of other programs or protocols in DNS queries and 

responses. DNS tunneling often includes data payloads that 

can be added to an attacked DNS server and used to control a 

remote server and applications. 

Cyber criminals use several tunneling techniques to hide 

their identity. The most used techniques are FTP-DNS 

tunneling, HTTP-DNS, tunneling, HTTPS-DNS tunneling, 

and POP3-DNS tunneling. 

Many traditional methods proposed to detect a malicious 

domain include the usual domain blacklist Names [2], 

Network Traffic Analysis [3] , Detailing of Web Page Content 

[4],DNS Traffic Analysis [5], and Analysis of salient lexical 
features [6]. Most of the work on malicious URLs is content-

based or non-content-based; the disclosure does not take into 

account the domain name and DNS data for the malicious 

account file URL, so the results obtained lack accuracy. Hence 

an effective mechanism for detecting the harmful field will 

also help in improving the accuracy of malicious URL 

detection. 

Nowadays, several facilities are available for tunneling 

over DNS, and most of these tools point to free Wi-Fi access 

to sites that require restricted access via HTTP [7]. However, 

serious threats may occur with access to free Wi-Fi. These 
threats can be represented as malicious activities that can be 

assimilated through the DNS tunnel. With a DNS tunnel, 

complete remote control can be performed over a channel of a 

compromised internet host. Furthermore, various activities 

can be done via the DNS tunnel, such as file transfers system 

commands, or even IP tunnel. Feederbot [8] and Moto [9] are 

examples of known DNS tunneling tools using DNS as a way 

to communicate . 

All recently  identified threats have stimulated the 

information security community to provide robust DNS tunnel 

detection methods [10]. Different types of DNS tunnel 
detection techniques have been proposed. These methods can 

be classified into two broad categories; Traffic and payload 

analysis. The first category aims at analyzing the overall 

traffic as certain important features such as DNS traffic 

volume, number of hostnames per domain, site, and domain 

record can be identified. The second category analyzes the 

payload of a single query to identify many features such as 

content, number of bytes, and domain length. 
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The analysis of DNS tunnel features has led the 

researchers to use rule-based criteria where both traffic and 

payload are analyzed based on certain features. Once a pre-set 

condition occurs, DNS tunnel determination will be triggered. 

However, with the complex and time-consuming task of 
manual rules regulation, researchers tend to use machine 

learning techniques (MLT).  

The main feature behind machine learning lies in the 

statistical model that has the ability to automatically define 

important rules [7-9]. In addition, with the advent of annotated 

datasets such as JSON [11] containing network connections 

with predefined labels (such as Tunneled or Legitimate). The 

focus on machine learning has expanded because MLT 

requires annotated historical data. Hence, MLT is capable of 

training the model relying on this data. According to this 

training, new data will be available for testing. 

In fact, there are many types of MLTs, like SVM, NB, DT, 
KNN, and others. With this diversity, it is difficult to 

determine which classifier would be more suitable, which 

would suit DNS tunnel discovery. This paper aims to [provide 

a comparative analysis of the DNS tunneling process using 9 

MLTs classifiers, including NB, DT, and SVM. 

This paper presents a lightweight approach leveraging ML 

models to detect malicious activities designed specifically to 

be deployed in the internal network of an enterprise. To detect 

malicious domains using a model trained by a machine 

learning algorithm using a combination of features of a 

domain name such as DNS data, lexical characteristics, and 
website reputation. We create separate data sets for benign and 

malicious domain names from various well-known and 

reliable sources and extract the above-mentioned features 

from those domain names and feed them to logistic regression 

machine learning algorithms and generate a model. We 

present an approach that demonstrates the simplicity, 

robustness, and scalability of our approach via empirical 

experiments on real-world data. The produced model is then 

experimented with a new list of domain names to classify them 

as benign or malicious. 

The structure of this paper is as follows: section 2 includes 

a brief description of DNS, and the previous related works are 
in Section 3. Section 4discusses the methodology, the results 

are addressed in Section 5, and the conclusion of the work is 

in Section 6. 

II. RELATED WORK 

There has not been much research focusing on Malicious 

and encrypted DNS traffic. Current approaches are complex 

solutions and have inconsistencies during the processing 

phase [12]. This paper adopts a systematic approach for 

anomaly DNS queries that results in significant detection and 

less overhead in traffic processing. 

Preston [13] focused on the primary domain as a filter to 
classify the DNS traffic rather than the queries. The features 

have been extracted from subdomains from multiple groups. 

The author used supervised machine learning for examining 

DNS traffic and filter benign and malicious domains. 

However, this approach has a limitation of the inability to 

detect malicious queries in the main domain. In which the sub-

domain is not enough for detecting the other types of attacks. 

 A. Das et al. [12] presented a novel approach by focusing 

on semi-supervised learning for detecting DNS tunnels. Their 

technique learns the characteristics of normal DNS traffic and 

calculates the MSE between different sample classes to detect 

DNS tunnels. The authors focused on text query with a limited 

number of features to classify DNS queries using ML 

techniques such as k-means clustering to classify DNS 

concentrated on the all-TXT queries, and just used ten features 

whereas ML needs a lot of features for more learning to get 
high accuracy, however, detecting all TXT queries is time-

consuming. 

While Palaniappan et al. [14] used a logistic regression 

algorithm  with lexical feature-based analysis to classify DNS 

queries to benign and malicious DNS domains, the authors 

only used four features and used the active DNS analysis as a 

filter. The proposed model achieved 60% accuracy. The main 

limitation of this model is focusing on a small dataset. 

K. Shima et al. [15] collected network traffic on a 1-day 

basis and only focused on the reflector traffic.  After that, he 

extracted the features on the network level. they used SVM 

and to classify benign and malicious DNS servers. This 
mechanism suffers from an inability to handle encrypted 

communication. 

C. Liu et al. [16] focused on DNS tunneling and deep 

learning to detect malicious queries based on Byte-level. The 

model can extract all information in the entire DNS queries. 

However, they only focused on the sequential and structural 

data that was found in the initial request. 

Banadaki et al. [17] examined a new dataset called CIRA-

CIC-DoHBrw-2020 using several ML algorithms such as (XG 

Boost, Gradient Boosting, and Light Gradient Boosting 

Machine). In addition, they investigate the important features. 
However, the preprocessing and optimization phase were 

unclear. 

III. METHODOLOGY 

The proposed method consists of four main phases; Data 

Collection, Feature Extraction, preprocessing, and model 

deployment. The Data Collection phase’s purpose is to 

identify a benchmark dataset of DNS tunneling in order to 

facilitate the comparison among the classifiers. The Feature 

Extraction phase goal to exploit some features of payload and 

traffic analysis. The preprocessing phase purpose of validating 

the data as suitable input of the ML algorithm Figure 1 show 

the proposed Methodology. The Model deployment consists 
of training and testing phases by carrying out several ML 

algorithms such as SVM, NB, and DT. 

 
Fig. 1 The proposed Methodology 

172



Step 1: Data collection 

Finding an ideal dataset is a great challenge because it is 

considered private so it can be shared for privacy issues, does 

not reflect the current surface attack of cyber-attacks, and 

comes from different servers and operating systems which 

make it need normalization. In this paper, a realistic dataset 

was adopted from [11]. It is new, encrypted data and follows 
a systematic approach in the generation phase. In addition, it 

contains malicious activities and has been compiled at the 

packet level, which helps in deep examination processes. The 

dataset includes raw data of malicious DNS traffic alongside 

normal DNS traffic. 

The data collection process performed in four scenarios. 

The first scenario generating Non-DoH activity by accessing 

different web servers. The traffic has been collected using 

wireshark and TCPdump to store it at the packet level, then 

convert the output to flow level in order to reduce the cost of 

processing resources. In the second scenario, Several DNS 

tunneling tools have been used such as DNSCat2, Iodine, and 
dns2tcp to generate Malicious-DoH traffic. These tools send 

TLS-encrypted HTTPS data in DNS queries to DoH servers 

(Adguard, Cloudflare, Google, Quad9). In the third scenario 

(Benign-DoH), Several web browsers have been used to 

generate Benign-DoH in the same mechanism as in scenario 

Non-DoH. In the fourth scenario, several browsers and DNS 

tunneling tools have been used to access the top 10k Alexa 

websites Figure 2 show the traffic distribution.  

The public dataset available on the internet is usually 

unclean, incompatible, and sometimes suffers from several 

issues. Data preprocessing plays an important role in 

converting the unclean data into a clean and consistent format. 

 

 
Fig. 2 Traffic Distribution 

Step 2: Data cleaning 

This phase includes 3 main steps: removing the duplicate 

flows, handing the missing and outfitter values using the 

median, then encoding the categorical features 

(Source/Destination Port number/IP address) using one-hot 

encoding method.  

 

Step 3 Feature extraction  

Two classes of features have been extracted from the 

adopted dataset using DoHMeter and CIC flow meter; 

statistical features   such as mean, median average. and 

network features such as source IP, port number, flags. All 

extracted features are listed in table (3).  

 

 

Table 1: List of extracted statistical traffic features 

Parameter Feature 

F1-F4 Rate /Number of flow bytes sent or received 

F5-12 Variance / Skew from median / Skew from mode 

/Coefficient of Variation/ Standard Deviation /Mean / 

Median  of Packet Length 

F13-F20 Standard Deviation/ Coefficient of Variation / Skew from 

median / Skew from mode /Variance /Mean/Median/ 

Mode  of Packet Time 

F21-F28 Median/ Standard Deviation / Coefficient of Variation / 

Skew from median/ Skew from mode /Variance /Mean/ 

Mode Request/response time difference 

F29-F33 Source/Destination IP / Source/Destination Port number/ 

Timestamp 

F34 Flow Duration 

 

 

Step4: Data scaling 

This phase aims to normalize all features on the same scale 

to prevent biasing the ML models. Many types of scaling ap-

proach have been used in the literature. While data standardi-

zation method used in this paper.  

 

Step 5: Data over Sampling 

The adapted dataset is imbalanced as shown in the figure 

2 which affects the reliability of the ML models. so, we used 

the SMOT algorithm for dataset oversampling. 

 

Step 6: Data splitting 

The dataset has been split into training, testing, and 

validation. 80%, 10% and 10 % respectively. and use   cross-

validation with 10 folds. 

 

Step 7: Model deployment 

 This paper adapted eight ML methods as follow: 

Random FOREST (RF): This algorithm is used in 
classification and regression problems. It is a type of a 

supervised classification algorithm and represents a collection 

of randomly selected DTs. The RF called ensemble learning 

and used to combine multiple classifiers in order to solve a 

complex problem and improve the performance of the 

classification model.RF collects the prediction accuracy of 

each tree and predicts the final output based on the majority 

votes of predictions. RF is considered a powerful algorithm 

since it has a lot of features that improve the results in the 

random forest such as runs efficiently on large databases, 

handles thousands of input variables without variable deletion, 

offers an experimental method for detecting variable 

interactions.  

Decision Tree (DT): is a supervised learning technique 

and used in different fields such as statistics, data mining, 

and ML. it predicts responses values using learning decision 

rules derived from features. it can be used for decision making 

in both regression and classification tasks.DT consists of 

several components; the root node and branch node. or sub-

tree, splitting, decision node, leaf or terminal node, pruning.  

DT is a powerful algorithm it is easy to understand, requires 

little data preparation, also able to handle numerical and 

categorical data, and deal with multiple output problems. 

Logistic Regression (LR) is another technique of ML for 

regression algorithms. LR finds the relationships and depend-

encies between variables and transforms the output using the 

logistic sigmoid function to return probabilistic values that can 

be mapped to binary classes. 
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Quadratic Discriminant Analysis (QDA) is widely used 

in classification algorithms and statistics problems.  It has a 

closed-form solution that can be easily computed with inher-

ent multiclass, also has proven to work well in practice with 

no hyperparameters to tune. QDA is an extension of Linear 
Discriminant Analysis (LDA) which has a common variance 

for each class while in QDA, each class has its own variance 

or covariance matrix. 

Support Vector Machines (SVM) is a supervised ML 

technique used for solving classification and regression prob-

lems. SVM generates a hyperplane in multidimensional space 

in an iterative manner to minimize the classification error rate. 

Moreover, SVM divides the datasets into classes to find a 

maximum marginal hyperplane. Accordingly, it achieves a 

high accuracy compared to other classifier models. 

Stochastic Gradient Descent (SGD): this classifier basi-

cally is a simple and efficient optimization algorithm in ML 
and DL used to find the values of functions parameters that 

minimize the classification cost. Typically, there are three 

types of Gradient Descent; Batch Gradient Descent, Stochas-

tic Gradient Descent, and Mini-batch Gradient Descent 

Naive Bayes: A very simple and robust model of super-

vised ML that focuses on the application of Bayes' theorem 

with independent (naive) assumptions of conditionality be-

tween traits. Every feature is categorized independently of 

each other; hence it will speed up the prediction of the cate-

gory of unknown data. Naive Bayes requires highly scalable 

features in a learning problem. 

 k-nearest neighbors: (KNN) algorithm is simple, easy-

to-implement and not only used to solve classification prob-

lems but also regression problems. However, the flawed work 

for the KNN starts with selecting the number K of the neigh-

bors then calculating the Euclidean distance of K number of 

neighbors and subsequently taking the K nearest neighbors as 

per the calculated Euclidean distance, and finally counting the 

number of the data points in each category and based on its 

distance between the input and the center of every class; then 

classifying the input into correct class [18]. 

 

IV.   EXPERIMENTS AND MODELS EVALUATION:  

The ML-based model is trained to detect the attack on net-

work traffic as presented in Figure 1. The ML algorithm 

should be generic to detect the unseen instance correctly. Ac-

curacy and ROC are generated using the number of correct 

predictions on the test dataset to find the actual class label 

against the predicted class label for each category and then 
extract the classification metrics. The accuracy represents the 

total correct prediction overall the total prediction, as shown 

in equation 1.  

 

                   Accuracy = (TP + TN) / (TP + TN + FP + FN)             (1) 

 

 The ROC curve shows the relationship between the ex-

perimental sensitivity and the specificity for every possible 

cut-off. The ROC curve is a graph with the x-axis represents 

as shown in equations 2and 3: 

 

     1 – specificity (= false-positive fraction = FP/(FP+TN))                  (2) 

  

                    While    y-axis represents TP/(TP+FN))                        (3) 

 

The DT achieved the best results among all eight algo-

rithms investigated for malicious and standard DNS queries 

with accuracy of 99.996% as shown in Figure 3 and Table 2.  

However, RF and KNN does not deviate substantially from 

the highest accuracy. while LR, QDA, GNB and SGD have an 
average accuracy less than eight percentage points among the 

overall tested data sets. SVM is the worst algorithm in the 

training and testing time and SGD is the fastest algorithm in 

the testing phase. 

The second part of the experiments evaluates these MLT’s 

to discover their ability to identify the DNS traffic either en-

crypted or not. Figure 4 and Table 3 show the RF classifier has 

the best results among all other algorithms with 99.9802 % 

accuracy. The DT achieves the second-best accuracy with 

999715%, while GNB and QDA are the worst algorithm with 

91.5967% and 87.4713%, respectively.  The conducted Exper-

iments show that the SVM is the slowest algorithm in the 
training and testing phase, while GNB is the fastest algorithm 

in the training and the SGD is the fastest in the testing phase. 

To Summarize, the best-achieved results show a classification 

accuracy of 99.99% for RF, DT, KNN in M and B classifica-

tion. 

  
DT GNB 

  
LR QDA 

  
SGD SVM 

  
Random Forest  KNN 

Fig. 3 ROC Curve comparing MLT based on network and statistical feature 

for malicious and benign traffic 
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Table 2: Malicious and Benign calcification Metrics 

Model Training Time Testing Time Accuracy 

RF 118.7859 0.586187 0.999802 

DT 72.24614 0.098546 0.999715 

QDA 5.168157 0.573868 0.915967 

GNB 1.486871 0.513123 0.874713 

SGD 4.446488 0.030216 0.934754 

KNN 344.022 1536.963 0.99482 

LR 28.24521 0.030461 0.936506 

SVM 32743.5 40657.9 0.99917 

 

  

DT GNB 

  
LR QDA 

  
SGD SVM 

  
Random Forest  KNN 

Fig. 4  ROC Curve comparing MLT based on network and statistical 

feature for DoH and non-DoH traffic. 

Table 3: Doh and NonDoh Classification metrics 

Model Training Time Testing Time Accuracy 

RF 31.69924 0.21619 0.999954 

DT 11.90182 0.04168 0.99996 

QDA 2.16018 0.26679 0.932362 

GNB 0.70696 0.22751 0.799326 

SGD 2.03135 0.01798 0.930879 

KNN 95.52005 279.7582 0.999631 

LR 11.40786 0.053378 0.935558 

SVM 8185.87503 10164.49 0.99917 

 

V. CONCLUSION 

This paper has introduced a systematic approach for iden-

tifying malicious and encrypted DNS queries by examining 

network traffic using statistical characteristics. Several exper-

iments have been conducted with eight ML algorithms to 

evaluate the efficiency and the performance of these classifi-

ers using statistical and network features: All tests are exper-

imented based on the CIRA-CIC-DoHBrw-2020 dataset. The 
attack rate of the dataset is approximately 25%. Other types 

of the collected traffic are distributed as 56% non-DoH traf-

fic, 17% of Doh packets, and 2% of regular traffic. Experi-

ments have shown that a single ML algorithm cannot effec-

tively manage the time and the accuracy of detecting Mali-

cious DNS queries. The accuracy of RF, SVM, DT, KNN is 

almost 99.9%. However, SVM and KNN are the slowest al-

gorithms in the training phase. In contrast, GNB is the fastest 

algorithm for identifying traffic type but has the worst results 

in detection phase. 
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Abstract— Code-clone is primarily utilized for the 

implementation of the software reusability concept. The behavior of 

code reuse generally leads to the propagation of vulnerabilities in the 

case of the reproduction of a piece of a vulnerable code. Such a 

vulnerability is called a code-clone vulnerability.  This paper is the 

first work that proposes a novel methodology, which is capable of 

discovering vulnerable code-clones in open-source software 

programs efficiently and accurately. We use the immense potential 

of immune network models for understanding robust code-clone 

detection from vulnerable software metrics. Therefore, we propose 

the first deep-immune-network model that learns which software 

metrics are useful to discover vulnerable code-clones. We use the 

immune network model with two deep neural network models to 

discover vulnerable code-clones. To the best of our knowledge, we 

apply the immune-network model to the domain of vulnerable code-

clone discovery for the first time. We introduce an empirical 

assessment of our approach and examine its usefulness in practice in 

five different open-source software projects. We have concluded that 

the suggested approach is both reasonable and valuable for the 

detection of the software vulnerability of code-clones. 

Keywords—Deep neural network (DNN), Immune network, 

Software vulnerability, Object-oriented metrics, Code-clone. 

I. Introduction  

Code-clone detection is crucial for enhancing the code quality 
and producing more effective and beneficial software. Software 
clones are frequently regarded to indicate the lack of software 
quality. Detecting code-clones in a software system is essential to 
reduce both significant maintenance costs and the risks of potential 
failures associated with clone operations. 

Code-clones cause a lot of damage in large-scale software 
systems. In any system given, the existence of code-clones does 
not influence its operation. However, it leads to an increase in its 
complexity and maintenance costs. Furthermore, code-clones can 
lead to increasing possible errors, update costs, required resource 
size, and response time for change requests. The researches 
demonstrated that 5% to 20% of software systems might include a 
duplicated code produced by merely copying the current program 
code and pasting it with or without slight modifications.  

It is possible to group clone types into two on the basis of the 
similarity of their program text and functionality  Types of clones 
are presented as follows: Type 1: Exact clones are the type of 
clones, in which the duplication of code fragments is performed 
without any modification, in other words, they remain unchanged. 
Type 2: Renamed clones represent identical clones in syntactical 
terms, apart from the modification of identifiers, types, comments, 
and whitespace. Type 3: Restructured clones. Renamed clones are 
further modified in structural terms (e.g., insertion, deletion, or 
statement rearrangement) for the purpose of generating 
restructured clones. Type 4: Semantic clones can differ in 
syntactical terms but have identical functionality. 

The artificial immune network model represents a network of 
connected recognition cells that learn using feedback mechanisms. 
The fundamental idea of immune network model is that, in the case 
of the recognition of invasive antigens by antibodies, various 
antibodies make up a dynamic network by interacting between 
themselves. In the case of a higher similarity between antibodies, 
inhibition will be produced by the network. In the case of a low 
similarity, a stimulus will be generated by the network. Thus, the 
network can sustain population diversity and equilibrium and 
finally reaches stability by consisting of various memory cells. 

 We focus on establishing a code-clone discovery system for 
the purpose of detecting vulnerable clones from the software 
security perspective. In this paper, we try to adopt deep 
learning/immune network model-based approaches for the 
detection of software vulnerabilities. It is possible to utilize 
software metrics as an indicator of the existence of software 
vulnerabilities. The object-oriented software metrics have been 
utilized with deep learning for the purpose of predicting a source 
code prone to include vulnerabilities. Thus, the software metrics 
optimized for vulnerability detection are understood, and deep 
learning-based detection systems are capable of learning from the 
software metrics. Software metrics can discriminate between 
vulnerable and non-vulnerable functions. However, strong 
relationships between the object-oriented- metrics and the 
vulnerabilities that are present in the studied functions cannot be 
revealed. Therefore, the proposed models can demonstrate which 
components need more attention during inspection and testing. 

In this paper [1], an approach suggested for the scalable 
detection of vulnerable code-clones, which can detect security 
vulnerabilities in large-scale software programs in an efficient and 
accurate way. A vulnerability-preserving abstraction scheme, 
ensuring the discovery of 24% more unknown vulnerability 
variants, is adopted in VUDDY. In this paper [2], a comprehensive 
review of the research introduced, focusing only on traditional ML 
techniques for detecting vulnerabilities. In this paper [3], the DNN 
neural network model is utilized for the efficient vulnerability 
classification. The National Vulnerability Database of the United 
States is utilized for the validation of the efficiency of the 
suggested model. In [4], a hybrid approach is proposed, which 
combined a genetic algorithm (GA) for feature optimization and a 
deep neural network (DNN) for classification. Furthermore, the 
DNN technique is improvised by utilizing an adaptive auto-
encoder that represents the chosen software features better. In  this 
paper [5], the VGRAPH detection system, mining vulnerable and 
patched source code from GitHub utilized for the identification of 
vulnerable code-clones afterward, is developed. Using graph-
based components, VGRAPH is capable of identifying vulnerable 
code-clones at a 98% precision and 97% recall. 

The rest of this paper is organized as follows. Section 2 
explains the methods.  The proposed method is described in 
Section 3. The experimantal results and discussion are shown in 
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Section 4. The conclusion and future studies are presented in 
Section 5. 

II. METHODS 

a. Deep-Learning Based Classifiers 

Deep learning (DL) represents a branch of machine learning 
models. It is characterized by its ability to extract hierarchical 
representations from input data as a result of the establishment of 
deep neural networks having multiple layers of nonlinear 
transformations. 

b. Long-Short-Term-Memory (LSTM) 

LSTM networks represent one of the most effective solutions 
to a sequence of prediction problems because of the recognizing 
patterns in data sequences. Since LSTM networks have a particular 
type of memory, they can selectively remember patterns for a long 
time. They represent quite a reasonable approach to predict the 
period with the unknown long delays that occur between important 
events. The LSTM memory block's structure is composed of three 
gates and a self-recurrent connection.  

An input gate modulates the additional degree of the novel 
memory content to the memory cell. Forget gate modulates the 
current memory forgetting gate.  The output gate manages memory 
content exposure. Figure 1 illustrated architecture of the LSTM 
recurrent neural networks.  

 

Fig. 1. Architecture of the LSTM recurrent neural networks [4]. 

c. Gated Recurrent Unit (GRU) 

GRU represents an enhanced version of standard recurrent 
neural networks (RNNs) [6]. GRU networks have two gates: a 
reset gate (r), which performs the adjustment of the incorporation 
of novel input with the previous memory, and an update gate (z), 
which performs the control of preserving the previous memory.  

The update gate assists the model by determining the amount 
of the previous information (from past time steps).   The reset gate 
is utilized for the model to make a decision on the past information 
amount necessary to forget.  Figure 2 shows architecture of the 
GRU recurrent neural networks. 

I. PROPOSED METHOD 

a. Representation 

Each data was assumed to be denoted as follows:  

x = {x1, x2, . . ., xN}, where N refers to the length of the data 
sample, and training data have a corresponding target value, 
vulnerable or not vulnerable, defined in software vulnerability 
models. Each antigenic pattern, a candidate solution, is represented 
as a bit string with length N, where N denotes the total number of 

software metrics used as features. For every class, a vector is 
formed for the measurement values of the software metrics to be 
utilized for code-clone detection. DNN methods take a sequence 
{x1, x2, . . ., xN} as input and construct a corresponding sequence 
of hidden states (or representations) {h1, h2, . . ., hN}. The 
antigenic pattern with the maximum values of fitness for 
vulnerabilities may be regarded as the most representative example 
of a population of vulnerabilities.     

   

Fig. 2. Architecture of the GRU recurrent neural networks [4]. 

b. Fitness Function 

The fitness of an antigenic pattern is proportional to the 
antibody-antigen affinity.  The fitness function is used to reveal the 
quality of every antigenic pattern. We use the affinity function of 
two software metric (SM) vectors to measure their similarity. Each 
SM serves as an antigen.  

Definition 1. Antibody-antigen affinity. Formula (12) presents 
a detailed description of the measurement of antibody-antibody 
affinity:  

𝑓(Abi, Abj) =
1

1+∥ 𝐴𝑏𝑖, 𝐴𝑏𝑗 ∥
              (12) 

In the formula, ǁ. ǁ refers to the Euclidean distance, Abi, and 
Abj refer to the antibody collection. The measure of the Euclidean 
distance is utilized to determine the distance, and thus affinity 
(inversely proportional) between the antibody and an antibody: 

Di,j=  ∥ 𝐴𝑏𝑖, 𝐴𝑏𝑗 ∥= √∑ (𝐴𝑏𝑖, 𝐴𝑏𝑗)2𝐿
𝑘=1     , i=1….N  (13) 

 The distance between every two antibodies is found 
identically. The distance (affinity) between metric measurement 
vectors is computed for the purpose of identifying between which 
classes there is a similarity. For every project under evaluation, 
every of its classes is analyzed. A vector space of measurement 
values represents a class. The vector values are compared and 
contrasted by employing the stimulation function to find the 
vulnerable clone similarity.     

c. Deep-Immune-Memory Networks (Deep-IMNs) 

The proposed model is a computational modeling paradigm 
that depends on the immense detection and prediction capability 
of artificial immune neural networks. We construct a deep-
immune-memory network that discovers software vulnerabilities 
from metrics with characteristics that are more prone to clone 
security.  

In this paper, artificial immune networks (aiNet) overcome the 
detection of vulnerable code-clones due to the advantage of the 
memory network dynamics. The proposed model is designed to 
create a memory set recognizing and representing vulnerable 
clones.  
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In accordance with the aiNet learning algorithm, the detection 
of code-clones, software metrics are utilized with the aim of 
pooling the neurons into a network-level vector representation for 
every iNet in a separate manner. Then, the quantification of the 
affinity between the interactions of an antibody with an antibody 
and other antibodies is performed by the measurement of the 
similarity degree (affinity). The affinity is employed for the 
detection of behavioral equivalence between SM vectors, which is 
then generalized to the vulnerability.  

 

Procedure: Deep-IMNs 

Step 1: {InitializeAntibody Pool } //Enter software vulnerability 

metrics 

Step 2: [Train] {1...N} (Input Size) 

Step 3: repeat 

Step 4: For each antibody  Abj, j = 1,...,N, do: 

Step 5: Evaluate fitness (affinity) of each Antibody (Abj)    

Step 6: From C*, re-select ζ% of the antibodies with highest dk,j 

and put them into a matrix Mj of clonal memory;  

Step 7: DNNM=CreateDNNClonalMemory(Mj, t,State_id)  

Step 8: Apoptosis: eliminate all the memory clones from DNNM 

whose affinity Dk,j > σd:  

Step 9: Determine the affinity Si,k among the DNNclonalmemory. 

Si,k=|| DNNMj,i − DNNM j,k ||, ∀i ,k 

Step 10: Clonal suppression: eliminate those DNN memory clones 

whose si,k < σs:  

Step 11: Concatenate the total antibody memory matrix with the 

resultant DNN clonal memory DNNMj* for Agj: Ab{m} ← 

[Ab{m};DNNMj * ] 

Step 12: DNNM* UpdateDNNClonalMemory (DNNMj, 

t,State_id)  

Step 13: State_id  State_id+1 

Step 14: Determine the affinity among all the DNN clonal memory 

DNNM* antibodies from Ab{m}:  Si,k=|| Abi{m} – Abk{m} ||, ∀i 

,k 

Step 15: Network suppression: eliminate all the antibodies such 

that si,k < σs: 

Step 16: Until a termination condition is met   

Step 17: Build the total antibody matrix Ab← [Ab{m}; Ab{d}] 

Step 18: List of the vulnerable metric set for robust clone detection 

Step 19: END  For 

Fig. 3. Pseudocode of Deep-IMNs. 

In the pseudocode of the Deep-IMNs model, Ab refers to the 
antibodies pool,  the similarity matrix between every pair of 
antibody is represented by S,   the vector that contains the affinities 
of  Abj showed by C*, the vector that contains the affinity between 
each element from the set denoted by C*,  ζ represents the 
percentage of the mature antibodies that should be chosen, Mj is 

the memory clone for antibody Abj, Mj* is the resultant clonal 
memory, σd is the natural death threshold, σs refers to the 
suppression threshold, and σcut refers to the cutting threshold. The 
Euclidean distance between the antibodies, capable of forming the 
affinity matrix, expresses Dk,j.        

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

In this section, we proceed with assessing our suggested 
method with software code metrics and vulnerabilities. For the 
evaluation, we consider five commonly employed open-source 
projects, such as Linux Kernel, Mozilla, Xen Hypervisor, httpd, 
and glibc.   

We conducted experiments for the assessment of the 
performance of software metrics of security vulnerabilities. In the 
assessment of the suggested methodology, five different open-
source projects were utilized. We identified a lot of potential 
metric-set combinations to take a decision on the correlation of 
vulnerable metrics sets for code-clone detection. The findings 
demonstrate that it is possible to use the dataset for the purpose of 
distinguishing which metrics are more prone to detect security 
vulnerabilities. It is also shown that the Deep-IMNs approach can 
predict more prone software metric sets for detecting the most 
vulnerabilities in the dataset at high accuracy. The best vulnerable 
software metric sets for the suggested LSTM-IMNs and GRU-
IMNs are shown in Table 1 and Table 2, respectively.  

The findings showed that using particular software metrics, 
including encapsulation, and inheritance, it was possible to achieve 
a high accuracy rate above 98% for LSTM-IMNs and GRU-IMNs 
in vulnerable code-clone detection, respectively. Furthermore, the 
obtained results showed that the httpd open-source project 
achieved the best metric-set for vulnerable code-clone detection. 
Figures 6-7 plot the Root Mean Square Error (RMSE)-measure of 
the deep-immune-network models and with respect to the five 
projects with a different number of hidden layers. The proposed 
deep-immune-network models achieved more successful results 
for httpd, Mozilla, Linux Kernel, Xen Superior, and glibc projects, 
respectively.       
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Fig. 5. Structure of Sub Immune Neural Networks 

 

 

Fig. 6. The relationship between number of hidden layers and Root Mean 

Square Error (RMSE) of five projects based on different metric categories 

for LSTM-IMNs.    

 

Fig. 7. The relationship between number of hidden layers and Root Mean 

Square Error (RMSE) of five  projects based on different metric categories 

for GRU-IMNs.      
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Table I. Best vulnerable software-metris set for LSTM-IMNs    

 

TABLE II. BEST VULNERABLE SOFTWARE-METRIS SET FOR GRU-IMNS    

 

V. CONCLUSION 

In this paper, we designed the first deep-immune-memory 
network model  that discovers the effect of the correlation 
between software metrics and vulnerable clones for open-
source software projects. The analysis of software 
vulnerabilities was performed using deep learning-based 
classifiers on the basis of immune network model. A new 
framework, named the Deep-Immune-Memory Network 
(Deep-IMNs), was established as the generalized  
correlation for the vulnerable software metrics. The 
discussion demonstrated that clone detection by utilizing 
software metrics and the Immune-neural-network model 
was a good method of code-clone detection, analysis, and 
clone prediction.  

The findings demonstrate that software metrics can 
discriminate between vulnerable and non-vulnerable  
functions. Furthermore, strong relationships between the  
mentioned metrics and the vulnerabilities that  are present 
in the studied functions can be revealed.    Ultimately, the 
findings show that there is a possibility that vulnerable 
functions will have other vulnerabilities in the future. The 
clone in sequence will be discovered by supplementary 
improvement approaches in the future. It is also crucial to 
assess the suggested methodology on other datasets.   
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Abstract— In the agricultural industry which is among the 

most prominent sectors on a world scale, image processing for 

efficiency and quality has also become an important domain. 

Automation systems are working with image processing to 

increase the efficiency of the classification of fruits. Image 

processing is a method developed for digital image formatting 

and performing some operations for obtaining or extracting 

useful information from a specific image. There are several 

methods and programs for processing images. In this study, the 

results obtained by the classification of apple, pear and peach 

fruits which are similar to each other, but which differ in terms 

of roughness and color, by using image processing techniques 

are presented. After the data sets of these fruits are formed, 

color and roughness are determined by image processing 

techniques, and success rates are compared by using Instance-

Based (IB) and Bayesian Network classifiers in the analysis 

phase. Finally, the performances of the fruit classifications were 

investigated using Receiver Operating Character Curve (ROC). 

Keywords—: image processing, morphological Processes, 

classification, ROC. 

I. INTRODUCTION 

Applications related to image processing and computer 
vision have been increasing day by day in recent years and 
these applications are widely used in many areas such as in-
vehicle automation, security systems, military areas as well as 
in the agricultural sector. Quality assessment and 
classification processes on food products are an important 
problem. Since these processes are usually carried out 
manually and by eye by quality control workers, they cause 
misclassifications and create great losses in terms of time and 
labor. However, with the help of image processing, it is 
possible to automatically classify and determine fruit 
characteristics that are faster and in accordance with 
standards. Methods such as digital image analysis, 
classification, clustering are used to classify the objects under 
investigation according to their size, type or quality 
characteristics. 

Many different studies have been done on the 
classification of fruits. In a study related to this, image 
processing method was applied on various apples in order to 
determine the color, size and spots on the apples and to 
classify the spots. In the first stage, photos of apples of 
different colors were taken and color and size classification 
was made by the software. The apple photographs to be 
classified later were taken in real time on a continuous flowing 
tape. In the software created in this study, the stain problem 
was tried to be solved by using various functions in it without 
the need for additional equipment such as filters [1]. 

In another sample study, it was aimed to classify the 
hazelnut fruit, and as a result, the objects found in the 
environment were detected in real time. A camera was used to 
obtain the image of hazelnut fruits and image processing 
techniques were used to process the obtained images. The area 
and size information covered by the hazelnut fruits on the 
image plane are calculated. By using average-based 
classification and K-means clustering algorithms on the 
resulting information, hazelnut fruit is classified into three 
real-time classes as small, medium and large [2]. 

Finally, the article reviewed is a study that classifies with 
image processing, considering the peach and apple 
characteristics. Diameter information is used in peach 
classification process, and size and weight information is used 
in apple classification. In classification, weight is used as a 
parameter apart from image processing. Load cell is used for 
weight detection. The load cell outputs an analog signal by 
looking at the weight information of apple and peach. These 
two analog information are converted into digital by analog-
digital converter to transfer to the computer. Apple and peach 
classification is made with the software developed by taking 
weight information and fruit image [3]. 

In the study proposed by Ishikawa et al., The classification 
of strawberry fruits with machine learning techniques is 
presented. Values (MVs) including length, area, fruit length 
and width, fruit width / length ratio, Ellipse Similarity Index 
(ESI), Elliptic Fourier Identifiers (EFDs) and Chain Code 
Extraction (CCS) from digital strawberry images four 
different types of descriptors have been created. For the 
classification stage, the descriptors created by the Random 
Forest method were used together. As a result of the 
experiments, it was observed that the CCS descriptor makes a 
classification with a better performance than other descriptors 
[4]. 

Comparison of Artificial Neural Network (ANN), Support 
Vector Machine (SVM) and Random Forest methods was 
proposed by Piedad et al. For the classification of banana fruit. 
In the presented study, four characteristics of banana fruit are 
used for classification. As a result of experimental studies, the 
best accuracy was obtained with the Random Forest method 
with a rate of %94.2 [5]. 

A study on tomato classification was presented by Li Liu 
et al. An intelligent tomato classification based on machine 
vision technique is aimed. Accordingly, the histogram of the 
color model was used for the color characteristics of tomatoes 
in different sizes and maturity. Classification has been made 
in three different categories as small, medium and large. As a 
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result of experimental studies, the average duration of the 
system was 0.0687s and its accuracy was measured as 90.7% 
[6]. 

Another study on tomato classification, proposed to 
classify the defect types of tomatoes, used fewer features and 
image processing techniques compared to other systems. In 
the classification phase, SVM and MSVM methods were 
applied together and 98% accuracy was achieved [7]. 

In this study, three stages are applied to obtain the 
classification results of apple, pear and peach fruits in terms 
of roughness and color. In these stages, the data from each step 
is used in the next step. First, the images of various data sets 
from different locations are passed through the image pre-
processing stage and the data obtained is passed through the 
object finding and feature extraction process in the second 
stage, and the features such as roughness and color of the 
objects are extracted. Objects are classified using the data 
obtained as a result of these stages. 

First, 150 fruit images obtained from different places go 
through the image pre-processing stage. The data obtained as 
a result of this stage pass through the object finding and 
feature extraction process in the second stage, and properties 
such as roughness and color of the objects are extracted. 
Engineering calculations for preprocessing, object finding and 
feature extraction up to the classification stage; Matlab 
program, which is used for general purpose in numerical 
computing, data solutions and graphics operations, is used [8]. 
In the cluster obtained after the image pre-processing stage, 
the distribution pattern is learned by using IB and Bayes 
Networks classification algorithms, and the ROC curve is 
created and the performance is tested. For the classification 
and testing phases, Weka, the data mining application 
distributed as open source code by Waikato University, where 
requirements such as machine learning algorithms and data 
preprocessing are presented together, was used [9]. 

II. PROPOSED METHODS 

A. Image Pre-Processing 

At this stage, processes such as graying the data, 
morphological processes and determining the color are 
performed respectively. After these processes, the features 
related to the image are made more prominent and easy to 
process. 

In the step of greying out the image, the colored images 
are first converted to gray tone so that we can do certain 
operations on the image in the data set. Image processing is 
performed on binary images, so grayscale images are 
converted into binary images. A threshold value is determined 
for this. By applying thresholding process on the image 
obtained, a double picture is obtained by assigning the values 
above the threshold value to 1, ie white, and the values below 
it to 0, ie black. The value used in the thresholding process is 
determined experimentally. 

Morphological process is applied to eliminate the noises 
on the resulting image. With this process, the defects were 
removed by walking around the picture. In the proposed study, 
erosion, dilation and opening processes are applied on the 
double image as a morphological process. 

The purpose of etching is to refine or shrink an object in 
the image. It is possible to remove unimportant and small 
objects in the binary image with this process. When the 

etching process is applied, the objects in the image shrink and 
expand if there is a hole. 

The enlargement process makes the object in the image 
thicker or larger. The structural element determines how the 
thickening or enlargement process will be done. Each pixel of 
the image to be processed is placed at the center point of the 
structural element and the enlargement process is applied. In 
an image where this process is applied, the holes and gaps in 
the image are expected to be closed. 

The process obtained as a result of applying the abrasion 
process first and then applying the enlargement process on the 
image to be used is the opening process. After clearing the 
gaps in the image, the objects remaining on the image become 
smaller than the original image. 

B. Feature Extraction  

In the feature extraction stage, the features belonging to 
each of the binary images obtained as a result of the image 
pre-processing stage are extracted. The roughness and colors 
of the objects in the created data set were determined as 
feature inferences. 

The best method to obtain the roughness value takes the 
difference between the binary image and the image that we 
apply morphological operations. Thus, if the overlapping 
pixel values are the same, it will give the value 0, but if the 
difference between the pixel values is greater than zero, it 
means that there is a change for that pixel. The greater the 
difference between them, the closer the pixel value to the 
white color. When the images are superimposed and 
subtracted, the different pixels become whiter and distinct. 
The difference is proportional to the roughness ratio. 

 

Fig. 1. Pear fruit; original, converted to a binary picture, morphological 

processes applied and the difference 

RGB (Red, Green, Blue) color space was used to 
determine the colors of the fruits. It consists of RGB color 
layers. In order to determine the distinguishing feature in RGB 
color codes; The color code between 0-100 was given a value 
of 1, the color code between 100-200 was given 2, and the 
color code between 200-255 was given 3. At the end of this, a 
3-digit color value consisting of the numbers 1, 2 and 3 was 
created for each picture. 

In this paper, fruit images are classified using their features 
in terms of roughness and color after the image pre-processing 
phase is completed. Two different classification methods, IB 
and Bayes Networks, are proposed for the classification of 
objects. 
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C. Classification 

Classification is the distribution of data between these 
classes by defining classes within a data set. By obtaining the 
training set, the distribution pattern is learned and the correct 
classification of the data whose test class is not specified is 
tried to be made. In this study, fruits are classified using their 
roughness and color characteristics. Two popular 
classification methods are suggested for fruits that pass 
through the image pre-processing stage. 

In the IB classification algorithm, there are samples closest 
to the sample to be classified and all of these samples are 
dropped against a point in n-dimensional space. For 
continuous valued functions, the nearest k learning samples 
are averaged. IB algorithm gives the most seen class value in 
discrete valued functions. According to the IB algorithm, the 
value of k is determined first. The suggested value of k in this 
study is 1. Then the euclidean distances from other objects to 
the new object are calculated. The distances are listed and the 
closest neighbors are determined. After the nearest neighbor 
categories are collected, the most suitable neighbor category 
is selected. The following formula is used when determining 
the closest neighbor when the new object arrives [10]. 

𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑒 = √(𝑋𝑖 − 𝑋𝑛𝑒𝑤)2 + (𝑌𝑖 − 𝑌𝑛𝑒𝑤)2         () 

The characteristic of Bayesian networks is that they are 
statistical networks and the edges of the nodes that pass 
between nodes are selected according to statistical decisions. 
In addition, they are non-directional networks and each node 
represents a separate variable. Bayes theorem is important for 
understanding Bayes networks [11]. Bayes' theorem is 
calculated as follows [12]. 

𝑃(𝐵𝑖|𝐴) =
𝑃(𝐴 ∩ 𝐵𝑖)

𝑃(𝐴)
=

𝑃(𝐴|𝐵𝑖)𝑃(𝐵𝑖)

∑ 𝑃(𝐴|𝐵𝑖)𝑃(𝐵𝑖)𝑘
𝑖=1

 

D. Criterias Used in Comparison of Classification 

Algorithms 

a) Confusion Matrix: In order to evaluate the 

classification performance, the matrix is obtained by 

comparing the estimates of the target with the actual values. 

These classification estimates have one of four assessments. 

i. -True to mean right (True Positive - TP) TRUE 

ii. -True is false (True Negative - TN) FALSE 

iii. -To mean right to the one (False Positive - FP) 

WRONG 

iv. -That means you are wrong (False Negative - FN) 

TRUE 

b) Error-Accuracy Rate: This ratio, which is found 

by the ratio of the number of correctly classified samples (TP 

+ TN) to the total number of samples (TP + TN + FP + FN), 

is one of the most used methods in performance 

measurement. The error rate is found by the ratio of the 

number of incorrectly classified samples (FP + FN) to the 

total number of samples (TP + TN + FP + FN). Their 

formulas are shown below. 

     𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
                                      (3) 

 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 =
(𝐹𝑃+𝐹𝑁)

(𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁)
                               (4) 

 

 

Before you begin to format your paper, first write and save 
the content as a separate text file. Complete all content and 
organizational editing before formatting. Please note sections 
A-D below for more information on proofreading, spelling 
and grammar. 

Precision: Precision is the ratio of True Positive (TP) 
samples with predicted class 1 to all samples with predicted 
class 1 (TP + FP) [13]. 

Precision=TP/((TP+FP))         () 

Recall: The ratio of the results obtained by the correct 
classification of positive samples to the total number of 
positive samples is called recall. 

Recall=TP/((TP+FN)) () 

F-messure: Evaluating the precision and recall criteria 
together, the results are closer to the truth than evaluating each 
separately. 

F=2DK/((D+K)) () 

E. Testing 

At this stage, ROC curve is drawn with the ratio of TPs to FPs. 
The Recall and Precision values on the ROC curve consist of 
different threshold values for each point. Generally, low FPs 
obtained from threshold values have low TP's. In cases where 
the results are successful, the TP rate is high, but the FP rate, 
on the contrary, is low. As the curve obtained to the 'False 
Positive Rate' axis approaches, the success level decreases. 
The part under this curve is to show the success of the system 
with a single value. Expressing the success of the system with 
a single value is expressed by the area under the ROC curve, 
and the size of this area is directly proportional to reliability. 

 

Fig. 2. Sample analysis showing the ROC curve [14] 

III. RESULTS AND DISCUSSION 

A.   Dataset Preparation 

A data set consisting of 150 apple, pear and peach images 
is created to implement the image processing steps. Some of 
the images are images recorded as a 20-second short film with 
a white layer on a low-speed traveling tape as a background, 
and a Logitech C920 camera is used [15]. Others are fruit 
images that have the same background and size as other 
images. These images pass through the pre-processing stage 
and analyze the data obtained according to the feature 
extractions determined. 

(2) 
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Fig. 3. Fruits-150 data set consisting of 3 classes with 50 shapes per class. 

Different images of the same objects in columns  

B.   Experimental Works 

After the fruit images in the data set passed the pre-
processing phase, the model was created with the IB and 
Bayes Networks classification algorithms in the Weka library. 
The performances of the images included in the data set were 
measured according to the comparison criteria described 
earlier. 

TABLE I. ERROR MATRIX OBTAINED AS A RESULT OF IB CLASSIFICATION 

ALGORITHM IN WEKA APPLICATION 

Classified 

as 
a b c 

a = pear 50 0 0 

b = apple 1 49 0 

c = peach 1 0 49 

 

According to the error matrix we obtained in the IB 
classification algorithm that I determined the K value as 1, it 
is seen that the whole pear fruit is classified correctly, but one 
of the apple and peach fruits are mixed with apples. 98.6667 
percent was obtained according to the accuracy criterion and 
1.3 percent according to the error criterion. According to the 
precision and recall criteria, the results are 0.987. Since these 
criteria alone will not be sufficient to evaluate the result, the 
measured F-criterion also has a result of 0.987. 

TABLE II. ERROR MATRIX OBTAINED AS A RESULT OF BAYESIAN 

NETWORK CLASSIFICATION ALGORITHM IN WEKA APPLICATION 

Classified 

as 
a b c 

a = pear 30 7 13 

b = apple 2 42 6 

c = peach 4 13 33 

 

According to the data in the error matrix we have obtained 
in the classification of Bayesian networks, it is seen that 7 of 
the pear fruits are mixed with apple and 13 are mixed with 
peach, 42 of the apple fruit are classified correctly, while 2 of 
them are classified as apples and 6 as peaches. While 33 of 
peaches were classified correctly, 4 of them were mixed with 
pear and 13 with apple. Looking at the error matrix, it is seen 
that IB1 classification is better than Bayesian networks. 

Bayesian networks have an accuracy rate of 70 percent, and 
an error rate of 30 percent. According to the precision and 
recall criteria, the results are 0.715 and 0.700, respectively. 
The F-criterion required for more accurate results is 0.699. 
According to these results, it is seen that the IB1 classification 
algorithm has a better success rate than Bayesian networks. 

After the classification process using IB1 and Bayesian 
networks, the performance of the model is checked and 
compared by drawing the ROC curve in the test phase with 
these two classifications. 

 

Fig. 4. ROC curve produced by classifying the pear class with IB and Bayes 

Networks   

 

Fig. 5. ROC curve produced as a result of classification of apple grade with 

IB and Bayes Networks 

 

Fig. 6. ROC curve generated as a result of classification of peach grade with 

IB and Bayesian Networks  

 

Fig. 7. ROC curve generated by classifying all classes with IB and Bayesian 

Networks  
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In the ROC analysis, it is seen that the curve in the 
Bayesian networks classification is closer to the False Positive 
axis compared to the curve in the IB classification, and since 
the size of the area under the curve is directly proportional to 
the reliability, it is understood that the success level of the IB 
classification is higher than the Bayesian networks. 

IV. CONCLUSION AND  DISCUSSION 

In this study, the data set consisting of apple, pear and 
peach fruits was classified using image processing techniques. 
First, the data passed through the image preprocessing stage 
was binary for feature extraction, and the roughness ratio was 
calculated by taking the difference with the picture we applied 
morphological processes. For the other distinguishing feature, 
the colors of the data were determined by using the RGB color 
space. When the success rates were compared by applying the 
proposed IB1 and Bayesian networks classification to the 
obtained data, the IB1 method gave a better result with an 
accuracy of 98.6667 percent compared to the 70 percent 
success rate obtained in Bayesian networks. The ROC curve 
is used to compare and evaluate the success level of the 
classifications made at the last stage. According to the results 
obtained with the ROC curve, it is understood that the success 
level of IB classification is higher than Bayesian networks. 

In the next study, it is planned to compare the success rates 
of deep learning and traditional machine learning 
classification methods using the Generative Adversarial 
Network (GAN), which can create realistic images to increase 
the data set. 
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Abstract— The recent advancement in healthcare domain 

results in the generation of a large amount of clinical, imaging, 

and medication data. The extensive analysis of such data targets 

employing big data analytics helps in timely identification of 

various diseases which thereby aids in building precautionary 

measures. Alzheimer’s disease (AD) is the most common 

neurodegenerative disorder worldwide. To find an effective 

management strategy for AD; clinical, biological, and 

behavioral data of various cohorts are gathered, managed and 

broadcasted through various AD coordinating centers. In 

general, the collected data used to be imbalanced, incongruent, 

heterogeneous and sparse. In the present study, we employed the 

big data technology and machine learning correlate for 

modeling the bulky Alzheimer’s disease Neuroimaging Initiative 

(ADNI) dataset to identify the potential biomarkers of AD. A 

total of 12741 data values and 1907 clinical variables for 1738 

subjects were used. About 20 variables out of this AD big data, 

were identified as the most suitable biomarkers for prediction of 

AD respectively. Through ML explainability modeling, we 

identified the correlation and significance of various cognitive, 

MRI, PET and CSF metrics in contrast to the risk factors i.e., 

age and APOE4. The approach used in this study could be 

beneficial for AD-based research enrichment in pre-clinical 

tests, where enrolling patients at the jeopardy of cognitive 

degeneration is critical for verifying the efficiency of the study. 

Keywords—Alzheimer’s disease, big data, biomarker, 

explainability, machine learning 

I. INTRODUCTION  

Alzheimer's disease (AD), a neurodegenerative disorder, 
is the most common form of dementia. It is a convoluted 
disease, majorly distinguished by deposition of neurofibrillary 
tangles and β-amyloid (Aβ) plaques, comprised of tau amyloid 
fibrils [1]. This is allied with loss of synapse, extending to the 
neurodegeneration yielding in further memory damage and 
other severe related cognitive issues [2]. According to the 
2019 World Alzheimer report, there will be an estimated 131.5 
million people worldwide living with Alzheimer by the year 
2050 [3]. Notably, AD cases have significantly increased in 
developed countries in recent years. However, there are no 
known methods or treatments which can either measure or 
slow down AD progression effectively and precisely in its 
initial stages. Thus, to predict clinical degeneration in the 
future, advance the development of novel drugs and using as 
outcome measures in clinical tests, there is a pressing 
requirement to find the related biomarkers [4]. 

AD data includes all the features of big data. These are 
characterized by 5 Vs viz. volume, variety, velocity, veracity, 
and value. The major objective of handling the AD big data 
which is collected from the public databanks is to discover 

potential biomarkers; thus finding a remedy for the ailment. 
Healthcare domains these days are considering the 
deployment of artificial intelligence, machine learning and 
deep learning systems on a large scale. When it comes to the 
operation of such systems in real-time, accountability and 
transparency becomes important in particular. Moreover, if 
such systems fail to deliver enhanced model interpretability, 
and eventually explainability, then the potential impact and 
hence the ability of artificial intelligence is thus limited.  

Machine learning (ML) model explainability refers to the 
process of extracting insights from any ML model that is 
human-understandable. From the context of medical 
diagnosis, in particular to AD prediction and detection, ML 
models are employed to build imperative decisions [5]. To 
depend on the results of systems which are powered by the 
ML models, we ought to understand how these systems 
predict the AD. An explainable ML model does not specify its 
own explanation. Such models are complex to be 
comprehended by humans specifically, thereby they need 
superfluous methods to know how they make predictions. 

The key task performed in this study was to identify 
important AD features among a bundle of AD big data.  This 
is an analytical study which emphases on understanding the 
relationship among several AD features, to find the right 
combination of biomarkers to predict AD. Furthermore, 
significant features from the large pool of dataset were found 
and mapped in a simple interactive manner employing the ML 
model explainability.  

II. BACKGROUND 

A. Big Data: Challenges in Healthcare 

In general, big data is referred to a collection of an 
enormous amount of data which comprises varied types of 
data. In the current digital era, big data has played a significant 
role due to the substantial development of healthcare 
technologies [6]. The healthcare domain and other sectors 
have been known for the sources of big data viz. volume and 
variety, therefore, the healthcare industry has acquired its 
effect due to the impact of big data [7]. There is no particular 
technique or a straightforward approach to implementing big 
data technology. The complexity is a result of the volume, 
variety, and veracity of the bulky datasets. Alzheimer’s 
disease data consists of all the properties of big data which is 
high-dimensional [8]. Concerning AD data, these 5 Vs are 
illustrated in Fig. 1. Despite this, the challenging task is 
deriving inferences from the result of high-dimensional data. 
Specifically, the curse of dimensionality obstructs from 
understanding the end results of AD diagnosis. 
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Fig. 1. Alzheimer’s Disease Big Data. 

The 5 Vs complexity of big data of biomedical data have 
increased enormously. In AD research, high-throughput 
textual and image data has been used to come up with a 
probable solution to cure this disease. Many researchers have 
constructed predictive machine learning and deep learning 
models for diagnosis of AD and also, to find therapeutic 
attributes for early drug development [9]. At the same time, 
several varied computational algorithms are being 
programmed to combat AD. Along with this, many software 
tools to employ these algorithms on petabytes of AD data are 
being developed as well. With the upsurge of information, 
computational models and scientific practices employed in 
AD research, the tests and trials in its data analysis are also 
becoming exponential.  

B. Alzheimer’s Disease: A Public Health Concern 

The old age is the main risk factor for the occurrence of 
cognitive impairment or AD in the later stage of life [10]. In 
general, AD is a syndrome, defined by numerous distortions 
in memory and is distinguished by the underperformance of 
cognitive abilities. Several pathological examinations have 
shown an accumulation of neurofibrillary tangles and amyloid 
plaques in the brain. This deposition causes 
neurodegeneration and ultimately leads to cognitive disorders 
[11]. However, the correct etiology of AD syndrome is still 
unidentified, but we can deduce that it is complex and 
multifactorial.  

Double aging is a concept which means increment in life 
expectancy and a speedy rise in the percentage of oldest old in 
contrast with the youngest old. Due to this phenomenon 
perceived in high-income countries and the growing life 
expectancy and epidemiological change in lower and mid-
income countries, the total number of people living with AD 
worldwide will only rise in the future and is expected to grow 
into 74.7 million cases till 2030 and 131.5 million cases till 
2050 [12]. Thus, the World Health Organization has 
acknowledged AD as a public health main concern in 2012 
[13].   

C. Machine Learning Model Explainability 

The fuel of technology is bulky data as per current times. 
The majority of data that prevails today are unreliable, noisy 
and are deficient of definite trends and behavior [14]. This is 
because of the existence of several errors making the data 
unstructured [15]. Machine Learning model can be thought of 
as a function, where the features are considered as the input 
while the predictions are regarded as output. Moreover, ML 
model is believed to be a black box, where they can make 
noble predictions but the logic behind those estimates is 

incomprehensible. Regarding this, an explainable ML model 
is such a function which is complex enough to be understood 
by a human. Thus, we require such a method which can dig 
into the black-box model and get familiar with its working.  

This is what an explainable ML model does. It extracts 
those insights from the highly complicated ML models, which 
a normal exploratory data analysis fail to do at the time of data 
pre-processing. In this paper, we have framed an approach in 
identifying the right combination of biomarkers for the 
prediction of AD and what all bulky set of features have in 
common when it comes to AD diagnosis. This is pictorially 
represented in Fig. 2. Several methods have been applied 
while structuring this paper, to come up with a probable 
solution. 

 

Fig. 2. ML Explainable Model. 

III. MATERIALS AND METHODS 

A. Data Description 

Alzheimer's Disease Neuroimaging Initiative (ADNI) 
disseminates the Alzheimer’s study dataset [16]. This 
database includes clinical, genetic, cognitive and imaging data 
collected at various participating sites of North America. Our 
study utilizes a comprehensive longitudinal dataset derived 
from the ADNI study.  

B. Study Participants 

The dataset obtained from ADNI for our study consists of 
1738 subjects. The dataset encompasses baseline and time-
series measurements for each feature. Our study data included 
either Alzheimer’s Disease (AD), Cognitively Normal (CN), 
Early Mild Cognitive Impairment (EMCI), Late Mild 
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Cognitive Impairment (LMCI), or Significant Memory 
Complaints (SMC) participants.  

The dataset consists of 12741 data values for 1907 number 
of features. Because of this amount of big data, this makes our 
approach applied to this study more legitimate. We divided it 
into eight different categories of data i.e. cognitive test, 
demographic information, diffusion tensor imaging, 
electroencephalography, genetic test, magnetic resonance 
imaging (MRI), positron emission tomography (PET), and 
cerebral spinal fluid (CSF) measurements. In general, data 
categorization aids in understanding the big picture i.e. what 
type of measurements or tests need to be performed to find out 
AD at the earliest.  

C. Data Preparation 

After data gathering, the next challenge was data 
wrangling (pre-processing). Each feature column was 
analyzed in detail to eliminate administrative and redundant 
data. In the medical domain, categorical data are ubiquitous. 
However, several robust algorithms are there that prove better 
for numerical data but fail to work with the categorical data. 
In our study, there were too many categorical data. This is a 
bottleneck while performing analytical study during data pre-
processing. Consequently, this was handled well with many 
scikit-learn libraries.  

D. Imputation of Missing Values 

As ADNI data is maintained for the biomedical research 
of Alzheimer’s disease, a huge number of demographic, 
genetic, MRI and other biomedical attributes are gathered. 
During the collection, several attributes cannot get recorded 
due to several reasons, which causes missing data in the 
dataset. These missing values are inevitable during the data 
collection process [17]. In this study, missing data were 
treated using imputation. The downstream data mining and 
statistical methods require full data matrix. For this reason, 
imputation is a practical solution.  

IV. RESULTS 

A. Demographic Characteristics 

From this dataset of 1737 subjects, the gender distribution 
was found to be 780 females and 957 males. As a percentage 
of subjects by gender, there were 44.86 percent females while 
55.14 percent males. The age range was [55-90] years for 
females with a mean age of 73 years and [54-91] years for 
males with a mean age of 75 years. The subjects’ marital status 
was found to be distributed between four classes i.e. 1310 
married, 206 widowed, 150 divorced and 64 unmarried while 
the rest of the values were unknown. Furthermore, the dataset 
also contained the ethnicity of the subjects. It was either 
Hispanic/Latin (58 subjects) or non-Hispanic/Latin (1668 
subjects). These are the count of baseline values i.e. when the 
subject initially arrived. These 1737 subjects visited after a 
rollover of 6 months for either 2 or 3 years, making it a total 
of 12,738 data values. As mentioned in Section II(B) above, 
the baseline diagnosis is represented by the following: 
Alzheimer’s Disease (AD), Cognitively Normal (CN), Early 
Mild Cognitive Impairment (EMCI), Late Mild Cognitive 
Impairment (LMCI), or Significant Memory Complaints 
(SMC).  

B. Correlational Analysis: Risk Factors vs Brain Metrics 

There are two major risk factors in the development of AD 
i.e. age and APOE4. Based on these risk factors, we performed 

correlational analysis employing 3 different tests, Pearson, 
Spearman and Kendall. These were performed with cognitive 
measures (CDRSB, MMSE, ADAS11, RAVLT 5 sum), MRI 
measures (Hippocampus, Whole Brain, Entorhinal, 
MidTemp), PET measures (FDG, AV45), and CSF measures 
(Amyloid, Tau, PTau proteins). Along with age and APOE4, 
we took gender attribute also, to discover any novel 
associations among the various metrics.  

In our experimental analysis, we discovered that age has a 
significant relation with all four cognitive measures, APOE4 
does not have any significance with that of Clinical Dementia 
Rating Sum of Boxes (CDRSB) but extremely significant with 
other three metrics. Next with MRI, PET and CSF measures, 
we found that both age and APOE4 possess a significant 
relationship. In some cases, there was an extremely significant 
association such as age and MRI measures. Moreover, we 
found no significance or weak significance amongst gender 
and the four set of brain metrics. 

C. Permutation Testing 

Permutation testing evaluates the statistical significance of 
the ML algorithm [18]. The next part of this study was to 
determine the features that have a huge impact on predictions 
while ML modeling. We applied a better method of 
determining the feature importance i.e. permutation 
importance. It is evaluated once the ML model is fitted. Thus, 
in this study, once the ML model was fitted using the Random 
Forest algorithm, the next challenge was to determine the 
features that have the largest influence on predictions. This 
helps further in determining the class of suitable biomarkers 
that may further aid in the diagnosis of AD. 

The highest value was shown for CDRSB i.e. 0.2474 ± 
0.0199. The next highest value was shown for Mini Mental 
State Examination (MMSE) as 0.2074 ± 0.0267. ADAS13 
feature gave an importance value of 0.0056 ± 0.0070 while 
ADAS11 showed a value of 0.0037 ± 0.0037.  Interpreting 
these values suggests us that the first value (before ± sign) 
describes by what value does the performance of the model 

reduced. While the value after the ± sign signifies by what 
amount does the performance varied. These values show that 
the most important feature in AD prognosis is CDRSB. 
MMSE also has a great impact on the AD diagnosis, being it 
another cognitive score.  

D. Partial Dependence 

The feature importance showed the set of important 
features that affect predictions mostly. On the other hand, how 
or in what way the feature affects the prediction is determined 
through the partial dependence. In this study, the next most 
important question was to uncover how the highly affecting 
features are related. To understand the suitability of these as a 
right biomarker for the AD research, we uncovered those 
features which showed higher importance. In this paper, we 
are illustrating CDRSB and MMSE values pictorially in Fig. 
3 and Fig. 4. These plots are built on complex model i.e. on 
the fitted Random Forest. This holds the property of capturing 
even more severe complicated patterns in comparison to 
simpler models.  

The y-axis in Fig. 3 shows the ‘change in the prediction’ 
and the blue region means the level of confidence. Through 
Fig. 3, we can comprehend that the CDRSB score increases 
the chances of correct AD diagnosis. But beyond a certain 
limit, it holds a reduced amount of influence on the 
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predictions. Fig. 4 indicates the plot for MMSE. There are 
eight grid points in this. Initially, it causes low predictions but 
after a definite period, a change in prediction can be observed, 
which is a good indication for it to be the right choice as a 
biomarker.  

 

Fig. 3. Partial Dependence for CDRSB. 

 

Fig. 4. Partial Dependence for MMSE. 

Altogether, the smoothness of these plots appears to be 
much more plausible. This shows that whatever amount of big 
data is there i.e. huge number of features and there 
corresponding subject’s values, the importance and hence 
their respective partial dependence plots can be evaluated and 
can be further examined whether or not these specific set of 
features hold a good choice as biomarkers for AD diagnosis.  

E. Identification of Robust Biomarkers 

Apart from the above findings, we move ahead to break 
down the working of a model for a specific prediction. For 
this, we have SHAP values (SHapley Additive exPlanations) 
[19]. SHAP has a property of splitting the evaluated diagnosis 
to demonstrate each feature’s impact. We followed this 
approach to describe the prediction of a feature by 
calculating each feature’s contribution to AD prediction.  
Later, it was aggregated to show the powerful ML model 
insights (Fig. 5). It posed to be a strong approach in AD ML 
explainability. This helped in determining the right set of 
biomarkers for AD diagnosis among the 1907 provided 
features in the dataset. By implementing this approach, it 
further aids in modeling a definitive ML-based system for the 
AD diagnosis and other related research based on this.  

From Fig. 5, it can be seen the importance of features in 
decreasing order. Here, we have shown the plot only for top 
influential features. We can comprehend through this, that the 
features with high absolute SHAP values are significant. 
Also, because we are required to have only those features 
that have global importance, in real picture, we calculate 
the mean of the absolute SHAP values per feature. The 
values in Fig. 5 are measured as the average absolute SHAP 
values. The CDRSB was found to be the most important 
feature, changing the predicted absolute AD probability by 
a few decimal points. 

Moreover, there is a considerable difference amongst 
both of the applied approaches (Section 4.3 and 4.5). The 

one described in Section 4.3 i.e. permutation importance is 
centred on the idea of a decrease in model performance. 
While the SHAP method is based on feature attributions 
magnitude. 

 

Fig. 5. ML Explainability of Potential Biomarkers. 

(where A, B, C and D in RAVLT (Rey Auditory Verbal Learning Test) are 

the sum of 5 trials, trial 5–trial 1, trial 5–delayed and percent forgetting) 

Based on the above findings, the resultant set of 
biomarkers was further used for the prediction of AD. 
Random Forest (RF) classifier outperformed other ML 
classifiers. After hyperparameter tuning, it gave an 
accuracy of 87.72 percent on the defined set of twenty 
biomarkers. While XGBoost classifier gave slightly lesser 
accuracy than RF. This is because while we performed 
tuning and Bayesian optimization, it reduced the accuracy 
of the predicted ML model.   

V. DISCUSSION 

As the clinical tests in general focus on presymptomatic 
subjects, the study populations which are most likely to get 
converted to MCI during the conventional trials, may perhaps 
lessen the needed sample sizes and also, the expenses required 
for assessing study participants [20]. ADNI data is used in 
several of the AD-based studies and numerous research has 
been performed in this direction using different datasets 
provided by it. The approach shown in this study might be 
beneficial for deciding on the candidate biomarkers from the 
ADNI sampling pool.  

This study ascertains on establishing an understanding of 
a large set of brain metric features of AD in older adults. We 
looked over in elucidating the ML explainability model for 
AD big data. In our results, we observed that men were more 
likely to have AD when compared to women. This is more 
likely due to the prevalence of numerous major disparities that 
often appear amongst men and women in the presentation, 
existence, and development of psychiatric symptoms. Many 
past findings have reported that women are more susceptible 
to progress towards AD [21]. This is because they are at higher 
risk of depression in contrast to men [22]. Also, the APOE4 
gene affects men and women differently [22]. One of the 
authors in their paper observed that age, APOE4, and gender 
are the most critical factors in AD development [23].  
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In our study, we found that the CDRSB scale has the 
highest feature importance. This is true in general as it is a 
coherent assessment tool which is being used in many 
dementia-related studies. The CDRSB scale is correlated with 
other performance cognitive metrics like the MMSE, 
Abbreviated Mental Test, and comprehensive psychometric 
tests [24]. The MMSE cognitive test is a measure of cognitive 
impairment, which has been employed in the detection of AD. 
Our results show MMSE as next best biomarker for the 
prognosis of AD. From above results, we can comprehend 
well that the cognitive measures i.e. CDRSB, MMSE, 
ADAS11, MOCA and RAVLT (5 sum), MRI measures i.e. 
Hippocampus, WholeBrain, Entorhinal and MidTemp, PET 
measures i.e. FDG and AV45 prove to be highly important 
biomarkers in the diagnosis of AD. In our study, the CSF 
measures i.e. Amyloid, Tau and PTau protein were found to 
have a significant correlation with age and APOE4 but in ML 
explainability model, it failed to compete with other features 
and was not marked as a top biomarker. This is because we 
had a large number of missing values for these three CSF 
measures. And missingness of values has a huge impact on the 
feature importance, thereby affecting the overall model 
performance.  

There are several ML models used for classifying AD and 
CN subjects. And these models use cognitive-based 
assessments i.e.  CDR and MMSE score or MRI-based 
imaging volume attributes [25]. In comparison to previous 
studies, our study investigated the relationship between a large 
pool of AD features individually to derive the correct set of 
biomarkers. When the class of correct features is chosen, it 
directly affects the performance of the ML model. This was 
the basis of this study where we provided the comprehensive 
Alzheimer’s big data ML explainable model. This is 
motivated by the hypothesis that distinct regions are affected 
differently by AD and that changes in separate regions can be 
captured by different features.  

VI. CONCLUSION 

This paper proposed to investigate suitable biomarkers 
derived from brain regions to detect AD. Our results indicate 
that the cognitive, MRI, PET measures are major biomarkers 
in comparison to CSF and DTI (Diffusion Tensor Imaging) 
metrics. Using this set of biomarkers will show a great 
difference between AD and CN subjects.  The study further 
confirmed upon the role of the cognitive assessment in the 
identification of AD using Random Forest classifier. Also, 
several important insights were extracted from the 
sophisticated classifiers employing the ML explainable 
model. 
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Abstract— With advancements in information technology, 

users are increasingly producing content, including health 

information and support, on microblogging sites and medical 

forums. In meeting the needs of patients for health information, 

the patient-generated content accessible on medical forums 

plays a crucial role. Given the immense number of questions and 

the low number of experts, a significant portion of the questions 

remain unanswered. To obtain adequate answers in a 

reasonable time, guiding questions and forum posts to relevant 

experts, according to subject preferences becomes an essential 

issue. In this paper, we intend to classify medical forum posts on 

hypertension and cholesterol based on conventional text 

representation models and classification algorithms. In this 

scheme, we used three models (i.e., unigrams, bigrams, and 

trigrams) and three types of word representations (i.e., term 

frequency, term presence, and TF-IDF). Furthermore, the 

ensemble combinations of various attribute sets and 

representations have been considered. In this way, nine 

representation models were obtained. Our results show that 

when combined with artificial neural networks, the TF-IDF-

based representation scheme provide good results with an 

accuracy of 92.18%. 

Keywords—text classification, medical forums, hypertension, 

machine learning, topic classification 

I. INTRODUCTION 

With its progressively expanding and evolving attributes, 
the World Wide Web is one of the richest sources of 
information. With many types of multimedia, such as, text, 
video, etc., the Web allows access to many web sites. There 
has been a continuous growth in the number of blogs, 
microblogs, and online multimedia. Blogs, forums, wikis, 
social networks, and review websites are too the essential 
implies of replying users' questions and making choices in 
different zones within the setting of healthcare [1]. The 
patient-generated content available on medical forums plays a 
key role in fulfilling patients’ needs for health information. 
However, many questions will not be answered as many 
questions and a limited number of specialists are provided. 
Driving questions and forum posts to specific specialists 
according to thematic preferences becomes an important 
factor in getting the right answers in a timely manner. 

Medical forums are unique sources of user-generated 
medical, health and wellness information. This unique content 
provides feedback and encouragement through the personal 
experiences of the individual, not available anywhere else [2].  

Hypertension, too, alluded to as high blood pressure, may 
be a long-term therapeutic condition in which the blood vessel 

blood pressure is determinedly raised [3]. Due to its high 
frequency and concomitant rise in infection hazard, 
hypertension is an imperative open wellbeing issue around the 
world [4]. For cardiovascular, cerebrovascular, and renal 
clutters, it is the foremost critical hazard calculate [5]. Critical 
numbers of individuals all-inclusive endure from 
hypertension. In Poland, the most elevated predominance was 
found, with 68.9 percent among men and 72.5 percent among 
ladies [6].  

In a comparative way, the dangers of heart malady and 
stroke are expanded by raised cholesterol. Generally, over the 
top cholesterol is mindful for one third of ischemic heart 
infection [7]. Given the predominance of hypertension and 
raised cholesterol universally, there are numerous questions 
on the Internet significant to these infections. 

In this paper, based on conventional text representation 
models and classification algorithms, we point to recognize 
medical forum posts on hypertension and cholesterol. We 
have analyzed 2,113 cholesterol-related and 3,437 
hypertension-related forum posts from medhelp.org [8]. We 
utilized three sorts of attributes (i.e., unigrams, bigrams, and 
trigrams) and three sorts of word representations in this plot 
(i.e., term-frequency, term-presence and TF-IDF). In model, 
the varieties of distinctive attribute sets and representations of 
the text have been considered. Nine models of representation 
have been gotten in this way. For assessment task, five 
machine learning methods (specifically, support vector 
machines, logistic regression, Naïve Bayes, random forest, 
and artificial neural systems) have been utilized. 

The rest of this paper is organized as takes after: In Section 
II, the related work on text classification and medical forum 
posts have been examined. In Section III, the methodology of 
the study has been presented. In Section IV, the exploratory 
strategy and experimental results have been examined. At last, 
Section V presents the concluding comments of the study. 

II. RELATED WORK 

 Medical forums are unique sources of medical, health and 
wellness knowledge generated by users. For this reason, text 
mining on medical forums became very popular and has 
attracted many researchers’ attention. This section briefly 
discusses the earlier research contributions in the field.  

 Ali et al. [9] focused on the polarity of emotions conveyed 
in textual content messages, shared on clinical forums. For 
assessment challenge on sentiment analysis, distinct attribute 
engineering schemes, such as, range of phrases observed as 
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subjective in present day sentence, range of adjectives, range 
of adverbs, range of pronouns, range of phrases having 
previous polarity as positive, range of phrases having previous 
polarity as negative, range of phrases having previous polarity 
as impartial and range of terms with pronouns had been taken 
into consideration together with Naïve Bayes, support vector 
machines and logistic regression.   

 Similarly, Sokolova and Bobicev [10] displayed a 
machine learning based approach for opinion examination of 
messages posted on a medical microblogging platform. In this 
conspire, microblogging posts have been relegated into one of 
the five classes, as support, appreciation, disarray, actualities, 
and facts/sentiments. 

 Carrillo-de-Albornoz et al. [11] presented an opinion 
analysis system for medical forum posts based on machine 
learning. In this plot, content-based attributes (such as, word 
embeddings, concept embeddings and bag-of-words), space 
particular attributes, arrange attributes, sentiment-based 
attributes and linguistic attributes have been assessed in 
conjunction with machine learning classifiers, such as, K-
nearest neighbor, Naïve Bayes, random forests and voting 
ensemble method. 

 Using online drug surveys, Gopalakrishnan and 
Ramaswamy [12] examined persistent fulfilment with 
solutions. For that work, a machine learning-based approach 
to extremity discovery based on artificial neural systems was 
presented. Concurring to the discoveries of an experiment on 
a corpus of sedate conclusions collected from the 
askapatient.com site, outspread premise work systems 
outflank the other plans. In a comparative way, Salas-Zarate 
[1] presented a sentiment examination system for sedate 
supposition examination based on psycholinguistic feature 
sets.  

 Liu et al. [13] categorized therapeutic field issues agreeing 
to whether healthcare experts or clients utilizing measurable 
and category attributes to construct a learning model based on 
support vector machines. In another work, Roberts et al. [14] 
classified restorative questions, as understanding, common 
information, and investigate situated, based on lexical, 
semantic, and syntactic attribute sets.  

 In a similar way, Jalan et al. [14] presented a deep learning 
approach to question classification on medical forum posts. In 
this scheme, deep learning architectures, such as, bidirectional 
long-short term memory, bidirectional long-short term 
memory with attention mechanism, hierarchical networks and 
deep neural models based on medical attributes have been 
evaluated.  

III. METHODOLOGY 

 In this part, the dataset collection process, attribute 
extraction plans, and supervised learning methods utilized 
within the observational examination have been displayed. 

A. Dataset Collection and Preprocessing 

In this research, we collected a dataset to identify medical 

forum posts on hypertension and cholesterol. We have 

analyzed 2,113 cholesterol-related and 3,436 hypertension-

related forum posts from medhelp.org. In the medical forum, 

we have collected three types of posts, i.e., titles of queries, 

queries, and answers to queries. The distribution of the 

dataset based on different types of posts has been summarized 

in Table I. 

TABLE I.  THE DISTRIBUTION OF DATASET 

Type of post Categories 

Hypertension Cholesterol Total 

Title of query 942 453 1395 

Query 942 453 1395 

Answer 1553 1207 2760 

Total 3437 2213 5550 

 
In this analysis, we pre-processed the collected dataset to 

prepare for the operations. We removed all the punctuation 
marks, numeric characters, and extra spaces in the first stage. 
In the field of computational linguistics, stemming and 
lemmatization are text normalization schemes utilized to 
prepare text, phrases, and documents for further processing. In 
this study, we utilized stemming, lemmatization, and raw 
scheme from Python NLTK. By using the Turkish language 
stop-word list, we deleted stop-words offered in Python 
NLTK [16, 17].  

B. Text Representation Schemes 

 For language modeling and computational linguistics 
tasks, N-gram modeling may be a common attribute 
representation conspire. An n-gram may be a touching 
arrangement of n things from a content report occurrence 
given. Phonemes, syllables, letters, words, or characters may 
be the objects in this conspire. Word-based n-grams and 
character n-grams have been commonly utilized in common 
dialect handling errands [17, 18]. N-gram measure 1 was 
alluded to as "unigram" and N-gram measure 2 was alluded to 
as "bigram," whereas N-gram measure 3 was alluded to as 
"trigram." 

 We have utilized word-based n-gram models, where 
unigrams, bigrams and trigrams have been considered, to 
demonstrate medical forum posts. We have considered three 
distinctive models within the vector space model (VSM) to 
classify microblogging posts, specifically, term presence-
based representation, term frequency-based representation, 
and TF-IDF-based representation. The number of occurrences 
of words within the reports was numbered in terms of 
frequency-based representation, specifically that each record 
was spoken to by a rise to length vector with the comparing 
word checks. 

 The presence or absence of a word in each record has been 
utilized to portray content records in terms of presence-based 
representation. Term scoring plans can moreover be utilized 
to demonstrate content archives, in expansion to recurrence 
and presence-based representation plans, where the meaning 
of terms/words on a report or corpus has been illustrated. We 
have utilized TF-IDF method and gotten nine diverse 
arrangements of the empirical analysis dataset in this way. 

C. Classification Algorithms 

 Five supervised learning algorithms (i.e., support vector 
machines, logistic regression, Naïve Bayes, random forest, 
and artificial neural networks) were evaluated in the 
classification process. The remainder of this section briefly 
explains the supervised learning algorithms. 

 Support vector machines (SVM) are machine learning 
techniques that can be used to tackle classification and 
regression tasks. SVM can viably arrange datasets with both 
linear and non-linear attributes [19]. SVM builds a hyperplane 
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in a higher-dimensional space to address order and relapse 
errands. The objective of the hyperplane is to accomplish a 
decent division by arriving at the greatest distance to the 
closest training objects of the classes, alluded as a useful edge. 

 Logistic regression (LR) is a machine learning method that 
utilizes a direct capacity of an assortment of indicator factors 
to demonstrate the probability of any occasion happening 
[20]. Linear regression can create great outcomes. 
Notwithstanding, the membership esteems delivered by linear 
regression cannot generally be inside the reach [0–1], which 
is anything but a satisfactory scope of probabilities. In LR, a 
direct model is based on the changed objective variable while 
eliminating the issues portrayed previously. 

 The Naïve Bayes method (NB) is a probabilistic classifier 
for supervised learning on the hypothesis of Bayes. Because 
of the supposition of conditional independence, it has a simple 
structure. It tends to be adequately utilized in a wide scope of 
uses, including text mining and web mining, notwithstanding 
its essential structure [21, 22].  

 Random Forest is a machine learning algorithm. It 
produces a forest, as the name suggests, and somehow 
spontaneously does it. The "forest" that it has developed is a 
series of decision trees that are often trained by the "bagging" 
process. The general principle of the bootstrap aggregating 
approach is that a mixture of learning models would improve 
the overall result [23, 24] 

 Artificial neural network (ANN) is a computational model 
consisting of several processing elements which obtain inputs 
and produce outputs based on the predefined activation 
functions [24]. Artificial neural networks; emerged as a result 
of an attempt to mathematically model the learning process, 
inspired by the human brain. For this reason, research on this 
topic began with the simulation of neurons, which are the 
biological units that make up the brain, and its application in 
computer systems, and were later used in many fields in 
tandem with the advancement of computing [25, 26]. 

IV. EXPERIMENTAL PROCEDURE AND RESULTS 

 Evaluation measures, experimental procedures and 
experimental findings have been discussed in this section.  

A. Experimental Procedure and Evaluation 

 In the empiric study, 10-fold cross-validation was utilized. 
In this plot, the introductory dataset is arbitrarily separated 
into 10 commonly exclusive datasets. The training and testing 
sets are reproduced 10 times and each portion is tried and 
prepared 10 times. The comes about recorded in this area are 
the 10-fold values. Three isolated strategies of extraction of 
attributes (specifically, term-presence based representation, 
term-frequency based representation and TF-IDF weighting 
conspire) have been considered within the empiric 
examination. In expansion, different n-gram sizes (from n = 1 
to n = 3) have been tried. In this way, we got 9 diverse setups 
for the dataset. Five supervised learning algorithms have been 
utilized within the empiric consider classifying medical forum 
posts. To survey the effectiveness of the classification 
methods, classification accuracy has been considered. 

B. Experimental Results 

 In Table II, the experimental results for unigram-based 
representation schemes with TF-IDF weighting have been 
presented with stemmer, lemmatization, and raw scheme on 
five supervised learning algorithms. As can be seen from the 

results appeared in Table II, unigram-based representation 
schemes with TF-IDF weighting with lemmatization, stemmer 
and raw plot yield comparative prescient execution in terms of 
classification accuracy, with the most noteworthy average 
performance on lemmatization. 

TABLE II.  EXPERIMENTAL RESULTS FOR REPRESENTATION SCHEMES 

Representation 

Scheme 
SVM LR NB RF ANN 

Unigram, TF-IDF, 

Stemmer 
91,43 91,47 83,70 91,28 91,62 

Unigram, TF-IDF, 

Lemmatization 
91,47 91,56 83,90 91,31 91,60 

Unigram, TF-IDF, Raw 91,45 91,53 84,16 91,33 91,39 

 

 Regarding the predictive performances recorded on Table 
II, the most noteworthy accuracy values are by and large 
gotten by artificial neural systems, the second most elevated 
accuracy values are by and large gotten by logistic regression, 
the third most noteworthy accuracy values are by and large 
gotten by random forests method. The lowest predictive 
exhibitions are for the most part gotten by Naïve Bayes 
learning method.  

 To evaluate the performance of different attribute sizes on 
text representation, we have considered four different attribute 
sizes (i.e., 250, 500, 1000, and 1500).  

 Table III presents the empirical results for different 
attribute sizes on classification algorithms with unigram and 
TF-IDF based representation (with lemmatization). As it can 
be observed from the results recorded in Table III, the 
classification algorithms abdicate the most noteworthy 
predictive performance when attribute size breaks even with 
to 1000. 

TABLE III.  EXPERIMENTAL RESULTS FOR DIFFERENT ATTRIBUTE 

SIZES 

Attribute Size SVM LR NB RF ANN 

250 89,15 89,34 84,07 89,23 89,32 

500 90,64 90,70 83,24 90,89 90,84 

1000 91,47 91,56 83,90 91,31 91,53 

1500 91,77 91,56 81,15 91,39 92,18 

 

 In Table IV, the test comes about for compared 
representation plans on five supervised learning methods have 
been displayed. Because it can be observed from the empirical 
comes about recorded in Table IV, the lowest predictive 
performances have been for the most part gotten by trigram-
based representation models (i.e., trigram term-frequency, 
trigram term-presence and trigram TF-IDF). The most 
noteworthy predictive performance among all the compared 
arrangements has been gotten by unigram TF-IDF based 
content representation scheme in conjunction with artificial 
neural systems, with a classification accuracy of 92.18%.
 To summarize the most findings of the experimental 
investigation, we show fundamental impacts plot for 
representation plans and classifiers, distinctive include sizes 
and content representation models in Figure 1, 2 and 3, 
individually. 
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TABLE IV.  EXPERIMENTAL RESULTS FOR COMPARED 

CONFIGURATIONS 

Representation SVM LR NB RF ANN 

Unigram, Term-

frequency 
88,29 91,30 70,95 91,68 92,01 

Unigram, Term-

presence 
89,70 91,03 70,42 91,32 91,58 

Unigram, TF-IDF 91,77 91,56 81,15 91,39 92,18 

Unigram-Bigram, 

Term-frequency 
88,23 91,22 74,41 91,53 91,89 

Unigram-Bigram, 

Term-presence 
89,86 91,26 74,50 91,53 91,49 

Unigram-Bigram, TF-

IDF 
91,89 91,77 85,24 91,77 91,95 

Bigram, Term-
frequency 

81,79 84,51 66,51 84,11 84,84 

Bigram, Term-presence 82,48 84,62 65,40 83,51 84,64 

Bigram, TF-IDF 84,49 84,84 72,72 84,26 84,87 

Unigram-Bigram-

Trigram, Term-

frequency 

88,13 91,24 73,50 91,37 91,93 

Unigram-Bigram-
Trigram, Term-

presence 

89,84 91,12 73,97 91,56 91,58 

Unigram-Bigram-

Trigram, TF-IDF 
91,89 91,79 84,82 91,62 91,89 

Trigram, Term-

frequency 
69,98 71,63 59,51 71,09 72,01 

Trigram, Term-

presence 
69,63 71,38 59,07 70,74 71,61 

Trigram, TF-IDF 71,43 71,95 61,20 70,97 72,03 

 

 

Fig. 1. Main effects plot for classification accuracy based on representation 

schemes and classifiers 

 

Fig. 2. Main effects plot for classification accuracy based on different 

attribute sizes 

 

Fig. 3. Main effects plot for classification accuracy based on compared text 

representation models 

V. CONCLUSION 

 With advances in information technology, users are 
increasingly generating content, including health information 
and help, on microblogging sites and on medical forums. A 
critical function in satisfying patients' needs for health 
information is the patient-generated content that can be 
accessed via medical forums. Considering the huge number of 
questions and the small number of experts, a substantial 
proportion of the questions remain unanswered. To obtain 
appropriate answers within a fair period, directing questions 
and forum posts to the relevant experts will become a key 
issue, depending on the subject preferences. Medical forums 
are unique sources of user-generated fitness, health, and 
wellness knowledge. This unique content offers input and 
motivation through the personal experience of the individual, 
which is not available anywhere else. Owing to the incidence 
of hypertension and elevated cholesterol worldwide, there are 
a range of web-based questions related to these diseases. In 
this paper, we intend to classify medical forum posts on 
hypertension and cholesterol based on conventional text 
representation models and classification algorithms. In this 
scheme, we used three types of attributes (i.e., unigrams, 
bigrams, and trigrams) and three types of word representations 
(i.e., term-frequency, term-presence and TF-IDF). 
Furthermore, the ensemble combinations of various attribute 
sets and representations have been considered. In this way, 
nine representation models were obtained. Our results indicate 
that, in combination with artificial neural networks, the 
unigram and TF-IDF based representation scheme yields 
promising results with a classification accuracy of 92.18%. 

 In the future, we plan to increase the size of the corpus. We 
aim to analyze the predictive performance of ensemble 
learning methods and deep learning architectures on the 
corupus. 
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Abstract— The Internet of Things (IoT) is pushing us 

towards adopting original security approaches to manage the 

huge amount of data they produce while respecting its 

computing and storage constraints. For that matter, this paper 

endorses getting the most out of machine learning (ML) 

algorithms as a means to build smart and dynamic Access 

Control (AC) solutions for the IoT. Unfortunately, ML requires 

abundant amount of data for training, whereas a large part of 

the data exchanged by IoT devices is private, hence this paper is 

offering a way out to reconcile these two concepts through inter-

organizational differential privacy. The proposed solution is 

backed up by an implementation and shows promising results 

compared to popular AC models and standards. 

Keywords—internet of things, privacy, machine learning, 

access control, security 

I. INTRODUCTION  

The Internet of Things (IoT) offers unprecedented 
technological opportunities. However, controlling access to 
billions of devices remains a major obstacle to the large-scale 
adoption of this technology. In this regard, this paper will 
attempt to endorse exploiting machine learning (ML) 
techniques in Access Control (AC) given their effectiveness 
when it comes to abundant amounts of data, by proposing an 
enhancement to those kinds of solutions with privacy 
preserving modules. 

In fact, by design, IoT is a network that could not be 
efficient under centralized architectures. One solution to this 
is to move towards models that support collaboration between 
their stakeholders. However, a large part of the data 
exchanged by IoT devices falls under the category of sensitive 
or personal data, in short, they must remain private. So how 
can we use this data for training and improving AC models 
while respecting privacy?  

Moreover, there are many IoT intrinsic characteristics 
which require smart and dynamic management instead of 
traditional and impractical one; we believe that the IoT should 
benefit from those characteristics always considered as 
weaknesses. In order to do so, our research has confronted 
many questions that we have tried to answer in this paper, 
namely: 

• The immense number of IoT devices, along with 
the huge amount of data generated by those 
devices. 

• The majority of AC models offer static 
mechanisms that go against the dynamic nature 
of the IoT 

• Often AC models are either too complex or 
centralized, in both cases their adoption in IoT 
environments is inappropriate. 

• In models that propose collaboration between 
different entities, the issue of privacy is rarely 
discussed. 

• Lots of models lack a proof of work 
implementation, therefore an empirical 
evaluation of their feasibility. 

• The absence of holistic frameworks that go 
beyond simply defining board policies or 
enforcement mechanisms to understanding the 
context of each device and continuously 
improving those policies, without falling into the 
trap of static management or role explosion. 

In the following section we will discover the importance 
of collaboration through some of the researches that have tried 
to address this issue. We will focus more on solutions offering 
a dynamic and smart AC policy management, particularly one 
of our recent works in this area. Then, in Section III we will 
address the issue of privacy protection when collaborating 
across organizations to build up broader and more accurate 
ML models. Next, section IV provides the -theoretical and 
technical- details of our implementation which are applied to 
a smart city case study, before moving to section V where we 
discuss and evaluate the results compared to the most popular 
AC models and standards. Finally, we'll present some open 
perspectives and conclusions in section VI. 

II. COLLABORATION IN DISTRIBUTED ENVIRONMENTS 

Several research studies [1][2] have confirmed that 
centralized approaches are far from practical when dealing 
with IoT systems. In this section, we explore the concept of 
collaboration and how to benefit from it to answer these 
problems. 

A. Related works 

In a previous work [3] we have thoroughly studied a large 
spectrum of AC models and standards as well as their usage 
in the IoT world; In this paper we will focus mainly on 
OrBAC-based models because of the advantages they present 
for the IoT. In fact, Organization Based Access Control 
(OrBAC) [4] provides the concept of organization by design, 
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which means that there is no need to add extra dimensions to 
refer to the owner or policy maker of the IoT devices. 
Moreover, OrBAC is distinguished by an advanced level of 
abstraction required to reduce the complexity produced by the 
colossal number of devices. Not to mention the key 
component for dynamic and smart decisions: the context; it is 
embodied in every rule of OrBAC, which will facilitate the 
collection of contextual information in real time from the end 
nodes, thus leading to better AC decisions. 

Actually, OrBAC is one of the richest AC models in terms 
of internal modules and applicability to many realistic 
situations. It presents an original dimension, namely the 
concept of organization; moreover, it makes a clear distinction 
between the abstract level (role, view, activity) and the 
concrete one (subject, object, action). 

However, one of the major drawbacks of this model, 
especially when it comes to IoT environments, is that it is 
based on a totally centralized architecture and does not 
provide or support distribution, collaboration and 
interoperability. Nevertheless, several studies have tried to 
extend this model to meet these needs. 

a) Poly-OrBAC [5] : An extension of OrBAC in which 

the authors have introduced two new concepts to both remain 

faithful to the OrBAC notation, and at the same time integrate 

the collaboration aspect:  

• Virtual User: a mold that the organization owning 

the object will use for external roles.  

• Service image: used to represent external objects 

within the organization providing the roles. 

Poly-OrBAC uses electronic contracts to establish 

collaboration terms, conditions, and penalties, and then uses 

web services to ensure the exchange of heterogeneous 

services and data. 

 

Fig. 1 Collaboration according to Poly-OrBAC 

b) Organization-to-Organization: O2O [6] uses a 

totally different approach. The basic idea is the introduction 

of a Virtual Private Organization (VPO) that encompasses 

both organizations interested in collaboration. The resources 

engaged in a collaboration will therefore be considered as 

internal resources of this virtual organization. 

Since the AC policy of the VPO is only a union of the policies 

of the two collaborating organizations, O2O presents many 

drawbacks regarding coherence (which will be amplified in 

the context of the IoT). Not to mention the lack of details 

concerning the negotiation stage, which remains an important 

step in the implementation of such a model [7]. 

c) Distributed Integrity-OrBAC: I-OrBAC [8] is an 

extension of OrBAC that focuses on the integrity aspects. DI-

OrBAC reinforces this model by making it collaborative. 

In this model, the authors have combined the strengths of the 

two aforementioned propositions. On the one hand, DI-

OrBAC integrates the concept of virtual organization while 

at the same time trying to integrate conflict resolution steps. 

On the other hand, it gets rid of the centralized approach 

through electronic contracts for the negotiation about the 

terms of use. 

d) Pervasive Based Access Control: PerBAC [1] is an 

AC model for IoT environments. It also offers a collaboration 

component based on three types of contracts: a public 

contract with a minimum number of conditions (if any), often 

used for public resources; a private contract with terms 

predefined by the object owner, and a custom contract that 

offers more flexibility in negotiating terms of use. 

 
Fig. 2 Collaboration according to PerBAC 

B. ML based solution  

In a former paper [3], we tackled the issue regarding 
collaboration by means of attributes, learning and prediction. 
In fact, by using prediction the model was able to handle 
queries for which there was no corresponding rule in the AC 
policy, this has been achieved by extracting the logic behind 
that policy through machine learning techniques. So as not to 
go into details, the framework could be segmented into three 
main phases: (i) Pre-request tasks, which focus on defining 
AC policies; (ii) Request processing, which includes all 
actions triggered by an access request until the subject 
receives an authorization/rejection in return; (iii) Post-request 
actions, which are responsible for policy learning and 
improvement. 

Basically, this framework uses learning to provide three 
functionalities that we consider of a great importance in IoT 
environments. 

• Prediction: When the request contains some fields 
that the system has never processed, and therefore 
are not taken into consideration when defining the 
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AC policy, the Policy Decision Point (PDPa) uses 
machine leaning algorithms to train on the basis of 
existing data and then predicts the decision in 
question. Something that could not be done in a 
classical management of AC requests. 

• Dynamicity: By adding the probability of confidence 
regarding every decision, this model offers the 
possibility to update them according to previous 
experiences. 

• Exploration: This property consists in exploring 
additional new features to improve the accuracy of 
future predictions. It is mainly useful when we 
activate the collaboration aspect, making use of 
experiences from other organizations. 

It’s worth noting that the proposed framework is 
decentralized. In fact, the concept of organization is 
introduced to decompose complex IoT environments into 
reasonable and manageable groups, not to transform them into 
a giant centralized whole. For example, if we need to manage 
AC in a smart city situation, the framework will treat this 
multidimensional platform as a set of organizations 
interacting and collaborating with each other. 

Nevertheless, the exchange of information between 
organizations during the collaboration phase has a major 
drawback that may slow down, or even block, the adoption of 
this feature, especially in IoT environments: Privacy. In the 
next section we explore this issue in more depth. 

III. PRIVACY PRESERVING MACHINE LEARNING 

We are supposedly living in the golden age of data. Still, 
protecting one's anonymity and privacy is one of the major 
constraints blocking the sharing of useful data for the common 
good of all stakeholders. Since we have seen the importance 
of collaboration in the IoT, we devote this section to studying 
how to preserve privacy while sharing data between different 
organizations for the sake of training. 

In a study based on U.S. Census data [9], 87% of the U.S. 
population can be uniquely identified by three pieces of 
information: date of birth, gender and zip code. Basically, a 
rule of thumb that should be retained from this example, and 
many others [10] is: Anonymized data isn’t. The problem of 
privacy cannot be solved by simply hiding some information 
from the database, let’s see why and how to address it. 

A. K-anonymity 

Let’s suppose that we have a database on some 
organizations that have agreed to share their experiences in 
order to improve their respective AC systems. Indeed, each of 
these organizations implements its version of the AC model 
and carries out its training phase based on the parameters it 
deems relevant. 

Obviously, performing training on the basis of parameters 
that have already shown their effectiveness is a big step 
towards more efficient training and therefore more accurate 
predictions. However, sometimes organizations while willing 
to share this information may want to remain anonymous. 
Actually, sharing a feature implies that the organization in 
question has used it to train its system, this is something that 
not every organization would want to share. 

 
a Key component of XACML, responsible for providing the access decision 

The following example illustrates that even by deleting the 
names, anyone who knows that Organization E was founded 
in 1962 and the fact that it contributed to this dataset could 
infer which feature it employed for training, as the date of 
establishment (or a combination of the attributes for that 
matter) uniquely identifies it in this database. 

TABLE I FICTITIOUS DATABASE ABOUT SOME COMPANIES 

Name date of 

establish-

ment 

Nature 

of the 

company 

Head 

Quarters 

ZIP Code 

Works 

in ML 

domain 

Shared 

feature 

Org_A 1965 Public 1729-1 Yes  Theft  

Org_B 1964 Private 1729-2 No  Accident 

Org_C 1967 Public 1729-3 Yes Weather 

Org_D 1969 Private 1729-4 No Max 

speed 

Org_E 1962 Public 1729-5 Yes Theft 

Org_F 1951 Private 1729-6 Yes Delay 

Org_G 1959 Public 1729-7 No Auto 

pilot 

Org_H 1953 Public 1729-8 No Delay 

Org_I 1959 Private 1729-9 Yes Auto 

pilot 

One solution to this problem is a technique, called k-
anonymity, which involves the redaction of individual records 
so that no set of characteristics corresponds to a single data 
record. The purpose of k-anonymity is to make it difficult to 
link sensitive (shared features) attributes to insensitive (the 
rest) ones. 

There are two main ways to eliminate information from a 
table to make it k-anonymous: we can remove the information 
entirely, or we can magnify it. 

TABLE II  FICTITIOUS DATABASE ABOUT SOME COMPANIES -    

ANONYMOUS VERSION 

Name date of 

establish-

ment 

Nature 

of the 

company 

Head 

Quarters 

ZIP Code 

Works 

in ML 

domain 

Shared 

feature 

* 1960-70 Public 1729** Yes  Theft  

* 1960-70 Private 1729** No  Accident 

* 1960-70 Public 1729** Yes Weather 

* 1960-70 Private 1729** No Max 

speed 

* 1960-70 Public 1729** Yes Theft 

* 1950-60 Private 1729** Yes Delay 

* 1950-60 Public 1729** No Auto 

pilot 

* 1950-60 Public 1729** No Delay 
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* 1950-60 Private 1729** Yes Auto 

pilot 

 

In Table II, names have been removed, dates of 
establishment and zip codes have been “blurred”. The result is 
that the table is now anonymous (formally, it’s called 2-
anonymous) in the sense that there is no combination leading 
to exactly one organization. Indeed, "a 1966 ML based public 
company" now corresponds to three different entries. Thus, an 
organization's record cannot be uniquely re-identified from his 
insensitive information. 

However, although k-anonymity may prevent the re-
identification of records in the strict sense, it must be 
emphasized that re-identification is neither the only nor the 
main risk to privacy. Indeed, in previous table if we know that 
Org_E is a “1966 ML based public company”, of course we 
cannot identify the exact feature it had sent, yet we can know 
for sure that it is either “Theft” or “Weather”, a serious 
invasion of privacy. But the concept of k-anonymity also 
suffers from an even more serious and subtle problem, namely 
that its guarantees disappear entirely when several datasets are 
published, even if all were published with a k-anonymity 
assurance [10]. 

B. Differential Privacy 

Differential Privacy (DP) [11] is built upon the idea that 
we had better be comparing what an attacker might learn from 
the data if any particular entry was included in this dataset 
with what he might learn if it was not.  

Usually by adding some noise before or after data 
aggregation, DP protection ensures that adding or deleting 
data from a single individual does not change the likelihood 
of a result in any significant way. Therefore, DP is a 
mathematical assurance highly demanded for the collection 
and sharing of aggregated information about users while 
retaining the individual information of each user. 

In fact, machine learning algorithms we use nowadays 
depend on the amount of data they are provided with during 
the training phase. Therefore, and to make the framework we 
summarized in section II-B effective in real world IoT 
scenarios we need to leverage data not only from one 
organization, but from many. But in order for those 
organizations to collaborate and share their data and results, 
which are often sensitive, they must demand a guarantee of an 
anonymous processing. 

In this regard, we opted for techniques that ensure DP 
during the collaboration phase. In our implementation, we 
used randomized response algorithm to guarantee this 
property. 

IV. IMPLEMENTATION 

Although the phases and components of the model have 
been elucidated earlier, it is of paramount importance to have 
a real implementation of those theoretical notions. To achieve 
this, we have developed a Proof of Concept based on a case 
study of a typical IoT environment, namely a Smart City (SC). 

In fact, the SC has always been the intuitive case to 
illustrate this vision where devices not only interact but 
depend on (or even control) each other. This section mainly 
focused on the collaboration phase in a SC situation to 
illustrate how our previously explained framework could be 

implemented in such a complex environment. Actually, we 
took the case of an autonomous car rental agency (CRA) as 
our primary organization. All the details and codes used 
during this implementation are available in open source on 
GitHub [12]. 

As we mentioned in section II-B as well as in the example 
provided in III-A, in the exploration phase, the organization in 
question introduces other features in the learning phase in 
order to explore and study their impact on the prediction.  

In our implementation, and after training with a CatBoost 
model [13], we discovered other relevant features that we can 
use afterwards to improve the efficiency of our AC policy, 
including “previous accidents” (of the car brand, of a specific 
person or under certain conditions) and “weather”. We can 
even visualize the contribution of each of these features to the 
accuracy of the model, as shown in Figure 3. 

 

Fig. 3 Features importance and their contribution to the predictions 

In order to ensure DP when exchanging this type of 
information between organizations, we developed an adapted 
randomized response (RR) implementation. Suppose you 
conduct a survey, to protect the anonymity of your 
participants, RR suggests that they never send correct 
information 100% of the time. When you ask a participant for 
an answer, she tosses a coin, for Tails she tells the truth, while 
if the coin settles on Heads, the candidate gives a random 
answer (tosses the coin a second time, tells the truth for Tails 
and lies for Heads). 

Note that RR actually satisfies an even stronger constraint 
than DP since this latter only requires that no one is able to 
guess much better than randomly whether a given result was 
produced with or without a specific data entry. However, RR 
promises not only that the final average is differentially 
private, but also that the entire data set is. Furthermore, with 
RR we do not need to trust a central entity since each 
participant is noising her own answer before sending it in. 

Here is the pseudo code that details how that algorithm is 
adapted to our case study: 
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Fig. 4 Pseudocode of randomized response algorithm 

Let’s say that during the exploration phase, our CRA finds 
a new relevant feature and it wants to share it with the other 
CRAs without being disclosed as the source of this 
information: We start by setting a threshold (say 0.8) and a set 
S of parameters (the names of the possible features in this type 
of experiment), then we take the real answer (the name of the 
feature that a given organization finds relevant). The 
algorithm keeps the true answer by the probability of 0.8 
(threshold) and selects a random response from S otherwise. 

Thanks to this protocol, organizations could share data for 
the benefit of everyone without worrying about disclosing 
their identities. 

Finally, it is important to mention that the execution of 
these algorithms does not increase the response time during an 
access request. This exploration phase is executed after 
answering access requests.  

V. RESULTS & DISCUSSION 

In this section we discuss how our proposition has 

addressed some access control requirements in IoT 

environments as described in the introduction of this paper. 

Table III below summarizes these solutions. 

TABLE III OUR MODEL’S SOLUTIONS TO AC PROBLEMS IN IOT 

Problem Proposed solutions 

Huge amount of 

data 
Intelligent processing (with ML) 

Low computing and 

storage capacity of 
IoT objects 

Multi-layer architecture 
Algorithms adapted to each layer 

Subsequent treatment 

Not using ML when it is not the best solution 

Large number of 

IoT devices 

OrBAC and abstraction layers 

Prediction in case of new requests 

Centralization Collaboration 

Static models 

Use of attributes and contexts 

Optimization of the AC policy 
The exploration phase 

Privacy 
Differential privacy protection and randomized 

response algorithms 

Language’s rigor Based on OrBAC and XACML 

Proof of work Case study and implementation 

 

The following table IV compares our proposition to the 
most popular AC models and standards according to different 
metrics. 

TABLE IV COMPACTED COMPARISON OF OUR MODEL AND OTHER AC 

MODELS AND STANDARDS 

Tests / Model R 

BAC 

[14] 

A 

BAC 

[15] 

Or 

BAC 

[4] 

XAC 

ML 

[16] 

Our 

model 

Simplicity ✓     

Multi-layer Architecture   ✓  ✓ 

Granularity  ✓  ✓ ✓ 

Collaboration      ✓ 

Adaptability to the IoT  ✓ ✓  ✓ 

Privacy     ✓ 

Machine Learning     ✓ 

Proof of Work ✓ ✓ ✓ ✓ ✓ 

Large scale 
implementation  

✓ ✓  ✓  

 

The most popular models and standards we studied, 
namely RBAC, ABAC, OrBAC and XACML, have all proven 
their feasibility and been implemented, some of them even on 
a large scale; yet, despite being set up, the implementation of 
our solution remains a Proof of Work. As for collaboration, 
machine learning or privacy, except for ours, none of the 
aforementioned models offers an integrated tool to provide 
these functionalities.  

Clearly, in terms of complexity RBAC is by far the 
simplest, it provides optimal execution time thanks to its 
lighter conception compared to the other models. On the other 
hand, the raw use of attributes without any type of aggregation 
in ABAC makes this model one of the most complex. Right in 
the middle stands the proposition of this paper, a holistic 
framework - which we call DEPPAC, for Dynamic, Explorer, 
Predictor and Privacy preserver Access Control. In fact, 
DEPPAC is relatively complex since it is based partly on 
ABAC; however, the use of abstraction layers and prediction 
contribute largely to noticeable improvements in response 
time. 

Regarding the adaptability to the IoT, RBAC does not 
offer a wide collection of abstract entities apart from roles, 
which leads to the problem of role explosion, not to mention 
the lack of contextualization. Actually, ABAC might appear 
better suited for IoT, nonetheless despite the importance of 
attributes in the IoT context, the complexity of ABAC and the 
lack of aggregation layers make its implementation very 
challenging. As for OrBAC, the abstraction layers and the 
dimension of context it introduces qualify it as a good 
candidate for the IoT, nevertheless it remains a centralized 
model by design, and it does not offer any learning 
mechanism. On the other hand, when we study XACML 
closely we can see that its popularity as an AC standard and 
the rigor with which its language is written could be useful in 
solving problems of heterogeneity and incompatibility in the 
IoT, however, as the other models it lacks abstraction and 
learning paradigms. On the contrary, DEPPAC is oriented -by 
design- towards IoT environments. It provides a multi-level 
architecture and integrates context and learning mechanisms. 
Moreover, the introduction of the paradigm of collaboration 
frees it from the centralized aspect of OrBAC. 

That being said, we can affirm that we have addressed all 
the AC requirements that we presented at the beginning of our 
study, which makes our proposition an advantageous 
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candidate in IoT environments compared to other AC 
solutions.  

In addition, we believe that there are some very active lines 
of research that can push further the adoption of our 
framework and increase its effectiveness, such as transfer 
learning [17], federated learning [18], Generative Adversarial 
Networks (GANs) [19] for generating training data, as well as 
advances in software and hardware [20]. 

In the light of the foregoing, we believe that endowing the 
proposition we exposed in II-B with the kind of private 
collaboration we outlined so far would result in a holistic 
framework -DEPPAC- for controlling accesses in IoT 
networks. This solution is the result of the interference 
between deterministic and ML-based systems, crowned by the 
privacy aspect of inter-organizational information sharing. 

VI. CONCLUSION 

In this paper we have explored a new proposal to provide 
intelligent and privacy-friendly management of access control 
in the context of the Internet of Things. This solution, called 
DEPPAC, provides smart and dynamic processing (using 
Machine Learning) to manage the huge amount of data 
generated by IoT devices. In addition, the limitations due to 
low computing and storage capacity were managed through 
the multi-level architecture and post-decision processing. 
Furthermore, the large number of IoT devices that was always 
considered a major obstacle to securing this type of 
environments has been alleviated by the introduction of 
abstract layers, collaboration and the concept of prediction in 
case of new queries. Last but not least, we thoroughly 
discussed in previous sections how to endow it with 
differential privacy protection through randomized response 
algorithm. 

The proposal was supported by an implementation applied 
to a case study of an Internet of Things environment. 
Technical details and codes are deployed in the GitHub under 
an open source license. The implementation was consolidated 
by an evaluation of DEPPAC against reference AC models 
and standards. 

Besides, we believe that there are some very promising 
research fields that could stimulate and speed up the wide 
spread adoption of frameworks like ours. Take Transfer 
Learning for example, it refers to when a Machine Learning 
model is developed for a task, but is then reused as a starting 
point for a new task, it serves to quickly and effectively 
address new but similar problems. It reduces the need for data 
related to the specific task as well as the time and resources 
needed to learn from scratch. 

Another very active line of research these days is 
Federated Learning. It has been proposed by Google and its 
main idea is to create ML models based on datasets that are 
distributed across multiple devices (mainly smartphones) 
while protecting the privacy of the creators of the data. Not to 
mention the advances in hardware and how the giants of 
technology (Google, NVIDIA, Intel, ...) are now competing to 
produce devices that minimize the size/efficiency ratio. The 
competition is also fierce in the software sphere, whether in 

the academic or industrial fields, researchers are pushing 
algorithms to be increasingly optimized so that they could be 
embedded in constrained objects. 
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Abstract— Anomaly detection is a critical problem that has 

been researched within diverse research areas and application 

disciplines. This article aims to construct a structured and 

comprehensive overview of the selected algorithms for anomaly 

detection by targeting data scientists, data analysts, and 

machine learning specialists as an audience. In total, nine outlier 

detection algorithms were introduced. Using a real-time 

streaming anomaly detection dataset called Numenta Anomaly 

Detection Benchmark (NAB), we selected two similar datasets to 

perform a more precise comparison. Furthermore, we trained 

and tested these nine algorithms with Python Outlier Detection 

(PyOD) package by means of performance and time complexity 

perspectives. Copula-Based Outlier Detection (COPOD) and 

Clustering-Based Local Outlier Factor (CBLOF) demonstrated 

persistently satisfactory performance in both datasets achieving 

the highest Receiver Operating Characteristic (ROC) scores. 

Similarly, COPOD and Principal Component Analysis (PCA) 

recorded the least execution time in seconds in both cases. 

Keywords— anomaly detection, outlier prediction, local 

outlier factor, angle-based outlier detection, clustering-based local 

outlier factor, copula-based outlier detection, k-nearest neighbor, 

one-class svm, isolation forest, machine learning 

I. INTRODUCTION 

An unexpected change that performs highly divergent 
attitudes from other observations in a time period can be 
represented as abnormal behavior. In other words, anomaly 
detection can be defined as the measure of specifying the 
outliers in the existing dataset which acts considerably 
different from the rest of the data points by profiling them as 
non-conforming normal points. 

Anomaly detection can be accepted as the way toward 
discovering exceptions in a dataset. Outlier points are the 
piece of information which stand apart from other data points 
and do not adjust to the normal pattern in a dataset. Outlier 
detection calculations have wide applications in business, 
logical, and security spaces where secluding and following up 
on the consequences of outlier identification process is crucial 
[1]. 

In the case of having marked deviant points in the existing 
dataset, the supervised algorithms can be utilized for detecting 
abnormal points while lacking of labelled anomalous activity 
information in the dataset, unsupervised outlier detection 
algorithms may be applied to identify them with distance or 
density based approaches by considering the neighborhood 
points [2]. Prior to examining the algorithm approaches, the 
term outlier or anomaly shall be explained and the logic of that 
information appeared in a dataset should be perceived. 

In this study, we addressed the evaluation of the anomaly 
detection algorithms from a supervised machine learning 
perspective. Using a real-time corpus of 58 time-series dataset 
with a novel scoring mechanism provided by A. Lavin and A. 

Subutai in their article [3], we identified optimum dataset 
features that improve prediction accuracy. Moreover, we 
trained and tested a lot of machine learning models such as 
Minimum Covariance Determinant (MCD), Principal 
Component Analysis (PCA), Local Outlier Factor (LOF), 
Density-Based Spatial Clustering of Applications with Noise 
(DBSCAN), Ordering Points To Identify the Clustering 
Structure (OPTICS), Isolation Forest iForest) and One-Class 
Support Vector Machine (SVM) on the datasets that we 
created from the original dataset via feature selection and 
transformation. 

This paper is organized as follows: Section 2 presents 
some timely work on anomaly detection algorithms in the 
literature. Section 3 explains the details of the datasets and 
machine learning models that we experimented with. In 
Section 4, we present our empirical findings and discuss them. 
Finally, Section 5 concludes the study and provides some 
future directions for further research. 

II. RELATED WORK 

Anomalous points might be produced by errors in the data; 
however, it could point out to a historically or currently 
existing unidentified or hidden process or behavior. 

As the publicly available data volume reaches in mass 
amounts, outlier detecting algorithms are modified to run on 
these data sets to predict the unusual patterns. For instance, a 
“suspiciously high” count of login trials might outline a 
possible cyber intrusion or a considerable increase in 
incoming network traffic can be pointed to malicious activity 
in network systems. Considering these activities, they hold a 
shared aspect that they are “appealing” and “unusual” to the 
data scientists and data analysts. The “curiosity” or real-life 
applicability of anomalies is an essential element of anomaly 
detection. 

Comprehending the source of the anomalies is crucial 
since it will direct what activity shall be performed on the 
recognized exceptions. Nevertheless, identifying precisely 
what caused an exception is a repetitive errand and it could be 
difficult to track down the reasons for anomalies in the dataset. 
In this section, we present some notable and recent work on 
the topic. Most of these studies rely on data mining and 
machine learning techniques because enormous quantities of 
operational data regarding aviation operations are now 
possible to collect, store, and process. Besides, applications 
based on machine learning techniques have already achieved 
promising performances in remarkably diverse domains like 
computer vision, natural language processing, medical 
diagnosis, fraud detection, and so on. Therefore, it is perfectly 
normal to see many studies that try to utilize machine learning 
for anomaly detection. 
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A. Subsets of Anomaly Detection 

The outlier detection work of Chandola et.al. [4] proposes 
a certain number of outlier detection methodologies based on 
specified groups as point, contextual, and collective 
anomalies. 

1) Point Anomaly: The first one subset highlights a 

specific item in a dataset which stands largely dissimilar from 

the rest of the points corresponding to its attributes. 

2) Contextual Anomaly: The second subset can be 

regarded as contextual anomaly. It points out anomalous 

pattern corresponding to points that belongs to context-based 

knowledge and it may be frequently examined in time-series 

data [5], [6]. This sub-group of of anomalous behaviour may 

not be identified in absence of contextual information. 

3) Collective Anomaly: The final subset of anomaly 

detection can be presented as collective anomalies. In this 

type, outlying items can be composed of multiple instances 

of points that may not constitute anomalous behaviour 

individually.  

III. ML-BASED ANOMALY DETECTION APPROACHES 

 Noticeably varied approaches attempt differing 
perspectives and frequently diverse assumptions of what 
explicitly established an outlier. Several types of approaches 
will be discussed in more detail in this section. 

A. Distance-Based Approaches 

Distance-based outlier detection is one of the 
identification approaches in the outlier detection field. The 
distance-based [14] methodology expects clients to choose 
appropriate distance, scale features with limited effectiveness 
on high-dimensional datasets. 

1) Minimum Covariance Determinant (MCD): 

Distinguishing exceptions in multivariate information is not 

clear. At the point when the measurement surpasses two, 

visual examination of the information can be misleading 

since multivariate anomalies may not be obvious on all 

dimensions. An outlier can be represented as a point with an 

interval higher than different distance which can classically 

be identified as Mahalanobis distance [7]. Minimum 

Covariance Determinant acts as the covariance estimator that 

is to be applied to Gaussian-distributed data. It scans for the 

small groups of a elements with the smallest determinant of a 

covariance matrix. The MCD algorithm tends to learn a 

rotationally symmetrical shape and works best with 

elliptically symmetric unimodal distributions [8]. By 

considering this fact, the proper usage of this algorithm is to 

apply on a unimodal distributed data. The more the size of the 

data and unimodality gets lower, the more the performance of 

the algorithm diminishes. 

2) Principal Component Analysis (PCA): The 

multivariate datasets with their high-dimensionality burden 

may be displayed as a complex issue to work on to extract 

their features in a leaner way. Plotting of information to have 

more insights may be limited to a few dimensional plots with 

some explanatory depictive approaches. Principal component 

analysis (PCA) contributes to reduction in the number of 

features of the data collection by finding a substitute 

arrangement of directions [9]. A couple of latest 

investigations showed the ideas of PCA to identify numerous 

exceptions in multi-dimensional datasets [10], [11]; which 

point out the algorithm has a quick and vigorous ability to 

distinguish anomalies.  

B. Probabilistic Approaches 

Exception recognition alludes to the recognizable proof of 
uncommon things that are degenerate from the overall data 
distribution. To cope with detection anomalies, probabilistic 
approaches consider deterministic models. 

1) Angle-Based Outlier Detection (ABOD): 

Distinguishing exceptions in a mass group of data points is a 

significant mining technique in targeting various clusters of 

elements in a data collection. To be able to eliminate the 

negative impacts of multiple dimensionality effects of any 

data set, it is crucial to find a viable solution which is free 

from distance calculations which might be generated from the 

distance-based approaches in the previous section. Angle-

Based Outlier Factor (ABOF) can portray the disparity in 

routes of elements comparatively to each other with an  

implication of the corresponding point is situated outside of 

certain groups of data that are gathered [12]. By considering 

the definition, anomaly score for this approach can be 

correlated to the angle between the corresponding data points. 

2) Copula-Based Outlier Detection (COPOD): Existing 

methodologies experience the negative effects of high 

computational multifaceted nature, low prescient ability, and 

restricted interpretability. The Copula-Based Outlier 

Detection can be classified as a probabilistic model with a 

parameter-free structure which is relieved of training burden 

with its disparate structure of marginal distributions, 

remarkably explainable with the dimension-based generated 

graph for outliers and a reduced computational cost by 

scaling efficiently for spacious datasets with great number of 

dimensions  [13]. COPOD approach is an emerging algorithm 

and it is motivated by deterministic functions for 

demonstrating multivariate variable distribution. Initially, it 

develops an exact copula, and afterward utilizes it to foresee 

tail probabilities of each given element to decide its degree of 

outlier potential. 

C. Density-Based Approaches 

The density-based anomaly identification techniques can 
viably tackle the issues of high-dimensionality by portraying 
the level of anomaly points that are evaluated by nearby 
frequencies. 

1) Local Outlier Factor (LOF): The Local Outlier Factor 

computes the corresponding density anomaly factor of each 

element respective to its surrounding points, which is utilized 

to depict the level of exception in the data  [14]. The degree 

of deviation of the observations computes a score that 

calibrates the local density of a elements by comparing them 

to their neighbor points. The rationale is to diagnose the 

samples that have a descend density than their enclosed 

points. Precisely, inlier points are allocated by the 

methodology of k-nearest neighbors with measuring the 

distance between items. The computation cost of the LOF 

approach can be high by calculating the LOF estimation of all 

values, which is burdensome to implement to the anomaly 
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recognition of the enormous scale of data set [15]. This 

complexity concern was evaluated with two steps by firstly, 

considering reducing the dimensions of a dataset to decrease 

the mathematical complexity and secondly applying an 

optimized k-nearest neighbors approach to scale down the 

distance calculation efforts [16] with an advanced version of 

kd-tree indexing [17]. 

D. Density-Based Clustering Approaches 

Density-based clustering methods discover the clusters by 
separating them according to their volumes of densities. 

1) Clustering-Based Local Outlier Factor (CBLOF): The 

Clustering-Based Local Outlier Factor (CBLOF) approach 

attempts to compute the anomaly score positioned on cluster-

based local outlier factor. CBLOF accepts a set of elements 

and the grouped model which was created by one of the 

clustering approaches with the capability of organizing the 

groups into clusters with differing sizes by utilizing the 

parameters of the algorithm [18]. The outlier score can be 

determined dependent on the size of the cluster. The point 

assigns to the closest enormous group. An undesired issue 

might happen as irregular points around smaller-sized groups 

may not be discovered in case of not weighting for anomaly 

factor. In such situations, anomaly scores are merely 

calculated dependent on their distance to the nearest broader 

sized groups. 

2) K-Nearest Neighbors (KNN): K-nearest neighbors 

(KNN) approach can be described as the kind of machine 

learning algorithm that computes similarity using the distance 

metric between two points on a feature space. The nearest 

neighbor principal rule assigns to an unmarked element to the 

cluster of the closest of a set of formerly grouped items. In 

the context of outlier detection, a data point in with its 

distance to its nearest neighbor can be positioned as the 

anomaly score which might be underlined as a method to 

calculate the density which can be applied for both 

classification as well as regression based analytical problems 

[19]. 

E. Isolation-Based Approaches 

Isolation-based algorithms identifies anomalies by 
isolating elements with their nature of being rarity without a 
need of either distance or density metric calculations.  

1) Isolation Forest (iForest): Isolation Forest algorithm 

is expressed on the idea that outliers represent data points that 

are few and different with a considerable distance from the 

cores of the non-outlier clusters [20]. Isolation Forest is 

connected to tree ensemble method which is generated from 

decision trees. By using decision trees, subdivisions are 

created with a incidental selection of a factor followed by a 

value in the extent of a detailed variable list.  

F. Classification-Based Approaches 

Classification-based methods can be applied on data 
which have skewed nature with producing binary groups.  

1) One-Class SVM (OCSVM): Apart from the ordinary 

type of SVMs, one-class SVM endeavors to become familiar 

with a threshold which accomplishes the most extreme edge 

between the items and the center point in the high 

dimensional space [21]. The methodology of One-Class 

SVM can provide more accurate outputs in higher 

dimensional datasets. The purpose of this algorithm to 

diverse the items from the core to magnify the gap between 

the features to the center.  

IV. MATERIALS AND METHOD 

In this section, we give the details of the dataset used and 
the method applied in this study. 

A. Dataset 

Numenta Anomaly Benchmark (NAB) intends to detect 
outliers in a stream of data which do not harmonize to previous 
arrangement of behavior for the defined data stream [29]. 
NAB dataset endeavors to give a supervised setting to test and 
monitor the outlier recognition calculations on a group of 
streaming data. The ideal responsible algorithms synchronize 
with the streaming timeline-based data over a diversified set 
of datasets with conforming to evolving metrics. 

As the dataset, we use NAB that includes several real 
datasets with their labels with various fields. In addition, their 
outlier detection tags can be applied on the streaming data. We 
use two NAB datasets, “Ambient Temperature System 
Failure” which consists of the ambient temperature in an 
office environment, and “Machine Temperature System 
Failure” which holds temperature sensor data of an internal 
component of a machine. These datasets were chosen since 
they both keep temperature values over a timeline that prepare 
equivalent settings for an algorithm-based comparison. 
Descriptions of the datasets are depicted in the Table I for 
Ambient Temperature System Failure with an abbreviation of 
DS1-ATSF and Table II for Machine Temperature System 
Failure with an abbreviation of DS2-MTSF.  

TABLE I.  STRUCTURE OF THE DS1-ATSF DATASET 

Column name Description 
Number of 

distinct values 

timestamp 
Ordered unique 

timestamp record 
7.267 

value 

Ambient temperature 

value with a float64 

format for each 
timestamped record 

7.267 

 

TABLE II.  STRUCTURE OF THE DS2-MTSF DATASET 

Column name Description 
Number of 

distinct values 

timestamp 
Ordered unique 

timestamp record 
22.683 

value 

Machine temperature 

value with a float64 

format for each 
timestamped record 

22.695 

 

The selected datasets hold features of a time-series 
formatted data with a timestamp and an individual real number 
as a corresponding value. 

B. Data Preprocessing 

In this study, we examined the outlier detecting issue from 
both supervised and unsupervised approaches varies to the 
presented algorithms. Even though the data sets process the 
target variable Y, the unsupervised methodologies only use 
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the X variable. The role for Y variable stands for validation 
procedure. 

As deep dived into data tables, both consist of the columns 
timestamp and value which hold categorical and numerical 
values respectively with several distinct values as seen in 
Table 1, and Table 2. To be able to utilize timestamp feature, 
we formatted it and saved it as a new variable.  

Since the number of variables are too few, we derived 
some additional variables as hour and day of week by using 
timestamp feature. The correlation between these variables 
was tested before the prediction phase. Also, for the 
contamination parameter, outlier points are added to the 
datasets with a column called an anomaly. 

C. Experimental Setup 

There exist several approaches while detecting anomalous 
behavior in a dataset. Being able to find the correct metrics to 
compare them in appropriate way is a tough task to 
accomplish. In this paper, as a first step, we choose datasets 
that shares similar theme as temperature values associated 
with a point in time. 

The application of the proposed system was developed 
based on Jupyter Notebook [22] using Anaconda 3 with 
Conda version 4.9.0. The entire system was executed on a 
local personal computer, Dell Precision 5530 with 64-bit 
operating system, x64-based processor. The system was run 
on a local server with a 256 GB hard disk, Intel(R) Core(TM) 
i7-8850H CPU, 2.60GHz, 2592 MHz processor having 6 
cores, 12 logical processors, and 64 GB (32Gx2) of RAM on 
Windows 10 Pro with the version of 10.0.19042 as the 
operating system.    

As the major programming language, we used Python 
3.7.6 for the entire data preprocessing, model training, and 
model evaluation phases since it has a broad range of scientific 
packages that empowers data manipulation with Pandas 
(version 1.0.1) [23], Numpy (version 1.19.1) [24], and various 
modeling techniques with Scikit-Learn (version 1.0.3) [25]. 

The main objective of this paper is to introduce the 
existing anomaly detection approaches with a wider 
perspective to highlight their capabilities with respect to their 
categories. Therefore, the chosen outlier detection 
methodologies were tested on an already developed anomaly 
detection Python toolkit which is called as PyOD [26] to be 
able to evaluate all the algorithms in an officially 
acknowledged library.  

In the context of our experiments, we chose the following 
algorithms of Angle-Based Outlier Detection (ABOD), 
Cluster-Based Local Outlier Factor (CBLOF), Copula-Based 
Outlier Detection (COPOD), Isolation Forest (iForest), K-
Nearest Neighbors (KNN), Local Outlier Factor (LOF), 
Minimum Covariance Determinant (MCD), One-Class 
Support Vector Machine (OCSVM) and Principal Component 
Analysis (PCA) for comparison by their existing detector 
categories. By using those algorithms, we executed the 
corresponding classifiers with their default parameters in their 
PyOD implementations. The default parameters of these 
algorithms are introduced in Table III. For the parameter 
“contamination”, the windowed anomalous labels of the 
Numenta Dataset were used to calculate the proportion of 
outliers for each dataset. Besides, we standardized model 
variables to get more insightful model performance; since the 
variables in datasets were left-skewed. 

TABLE III.  DEFAULT PARAMETER VALUES OF PYOD ALGORITHM 

CLASSIFIERS 

Algorithm Default parameter values 

ABOD n_neighbors:10, contamination:0.1, method:'fast' 

CBLOF 

n_clusters=8, contamination=0.1, 
clustering_estimator=None, alpha=0.9, beta=5, 

use_weights=False, check_estimator=False, 

random_state=None, n_jobs=1 

COPOD contamination=0.1 

iForest 

n_estimators=100, max_samples='auto', 
contamination=0.1, max_features=1.0, 

bootstrap=False, n_jobs=1, behaviour='old', 

random_state=None, verbose=0 

KNN 

contamination=0.1, n_neighbors=5, method='largest', 
radius=1.0, algorithm='auto', leaf_size=30, 

metric='minkowski', p=2, metric_params=None, 

n_jobs=1 

LOF 

n_neighbors=20, algorithm='auto', leaf_size=30, 

metric='minkowski', p=2, metric_params=None, 

contamination=0.1, n_jobs=1 

MCD 

contamination=0.1, store_precision=True, 

assume_centered=False, support_fraction=None, 

random_state=None 

OCSVM 

kernel='rbf', degree=3, gamma='auto', coef0=0.0, 

tol=0.001, nu=0.5, shrinking=True, cache_size=200, 

verbose=False, max_iter=- 1, contamination=0.1 

PCA max_depth:3, learning_rate:0.1, n_estimators:100 

 

D. Model Evaluation Metrics 

To be able to accurately measure the anomalous point 
detection both in performance and time of the selected 
algorithms, we applied the ROC Area metric. ROC Area can 
be calculated by using the given below formulas with labelled 
with the abbreviations of True Positive as TP, False Negative 
as FN, True Negative as TN, and finally False Positive as FP. 

 ROC =1/2 (TP / (TP + FP) + TN / (TN+ FP)) () 

In addition, the execution times of each algorithm were 
calculated to be able to use it while evaluating each algorithm 
in an additional metric. To achieve this, timers were added at 
the beginning and ending of each algorithm as a starting and 
ending time values in seconds. After the execution of each 
algorithm, the time between the end time and the start time 
was subtracted to create the duration value in seconds. 

V. FINDINGS & RESULTS 

We trained nine machine learning models and tested them 
on two experiment datasets by using Python toolkit for outlier 
detection (PyOD). We present model scores and time metrics 
for each dataset in Tables 4 and Table 5, respectively. In the 
tables, highest values for each score and time are emphasized 
with bold font. 

TABLE IV.  EXPERIMENT RESULTS FOR DS1-ATSF 

Algorithm 
Anomaly Percentage 

from NAB Labels 

ROC 

Score 

Execution 

Time (seconds) 

ABOD 0.028 0.4652 0.892 

CBLOF 0.028 0.6531 0.192 

COPOD 0.028 0.7505 0.032 

iForest 0.028 0.5423 0.482 

KNN 0.028 0.2195 0.217 
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Algorithm 
Anomaly Percentage 

from NAB Labels 

ROC 

Score 

Execution 

Time (seconds) 

LOF 0.028 0.5957 0.056 

MCD 0.028 0.2357 0.836 

OCSVM 0.028 0.4886 0.520 

PCA 0.028 0.4635 0.003 

 

TABLE V.  EXPERIMENT RESULTS FOR DS2-MTSF 

Algorithm 
Anomaly Percentage 

from NAB Labels 

ROC 

Score 

Execution 

Time (seconds) 

ABOD 0.018 0.8895  2.820 

CBLOF 0.018 0.9262  0.272 

COPOD 0.018 0.8022  0.072 

iForest 0.018 0.9011  1.006 

KNN 0.018 0.8419  0.699  

LOF 0.018 0.8997  0.196 

MCD 0.018 0.6658  1.630 

OCSVM 0.018 0.8132  5.762 

PCA 0.018 0.4685   0.007 

 

ROC can be accepted as well performing indicator of a 
valid prediction model. When we examine the results in the 
tables, we observe that model scores for Experiment Dataset 
DS1-ATSF are consistently exceptionally low when 
compared to the scores of the DS2-MTSF dataset.  

Since both tables consist of timeseries based temperature 
values, and similar outlier percentages scattered around the 
datasets, the major factor for this difference can be recognized 
as the smaller number of samples of the DS1-ATSF dataset 
compared to the DS2-MTSF one. Therefore, we can infer that 
the number of samples acts as a crucial parameter anomaly 
detection algorithms performance.  

A. Evaluation of Algorithms 

A critical observation that PCA algorithm performed very 
poorly for all experiment datasets which resulted in extremely 
low ROC scores. 

On DS2-MTSF dataset, apart from PCA and MCD 
algorithms, all other classifiers accomplished considerably 
high ROC values. On the other hand, on DS1-ATSF dataset, 
except for CBLOF and COPOD algorithms, the rest of the 
classifiers recorded exceptionally low ROC scores. 

Besides the PCA algorithm, CBLOF also showed 
consistently satisfactory performance on both datasets. 
According to the results for both datasets, the Cluster-Based 
Local Outlier Factor (CBLOF) algorithm achieved the highest 
ROC value, especially for DS2-MTSF dataset, reaching as 
high as 92% ROC score. 

B. Evaluation of Execution Time 

Execution time of an algorithm indicates an insight about 
its time complexity. Although the vital effect of generating a 
high score for ROC in the model evaluation stage, the runtime 
of an algorithm might affect computational systems in a 
negative way. To reduce its resource consuming side effects, 
it is critical to monitor the execution period of each algorithm 
with model performance 

 In contrast with the low-scored ROC performance of the 
PCA approach, its runtime duration practices as the lowest 
among the algorithms. As the second least time-complexity 
holding algorithm, we can highlight CBLOF and COPOD 
which have promising ROC scores on both datasets. metrics. 

On the other hand, Angle-Based Outlier Detection 
(ABOD) algorithm recorded one of the longest runtime 
durations on both datasets. For DS2-MTSF dataset, the 
highest time complexity belongs to One-Class SVM 
(OCSVM) algorithm which is pursued with Angle-Based 
Outlier Detection (ABOD) that was observed as the maximum 
runtime duration in DS1-ATSF dataset.  

VI. DISCUSSION 

Detecting anomalous points which invoke to the 
identification of uncommon items which differ from the 
overall conveyance of a population, is an essential problem to 
be solved since it might point to non-performing mechanisms. 
With vast amount of existence in various fields, multiple types 
and groups of approaches shall be applied and tested to find 
the most suitable one. 

Performances of the machine learning models indicated 
that they are dependent on the size of the datasets on which 
they were trained since the description of the datasets share 
common basis as containing time-based temperature values. 
The dataset that the machine learning algorithms presented 
satisfying performance was the one that held the higher 
number of samples.  

Execution time performances of each algorithm follow 
synchronized pattern by proving their time complexities over 
different sized datasets. As the highest passed-time recorded 
algorithm in dataset DS1-ATSF can be observed as second 
highest in the DS2-MTSF. The similar condition also valid for 
the lowest time-complexity possessing algorithms are the 
same for both datasets. 

The main objective of this paper was to introduce the 
different types of outlier detecting approaches fostering with 
various statistical backgrounds. With this aim, the dataset was 
chosen from the same field as Numenta Anomaly Detection 
Benchmark and for the algorithm part, Python Outlier 
Detection (PyOD) package was selected which is composed 
of several anomaly detection algorithms to be able to evaluate 
all the detection classifiers by treating them equivalently by 
using an officially approved scientific software package.  

The dataset resource and package decision did contribute 
to our processes while implementing and comparing them. 
However, the Numenta dataset only holds timeseries datasets 
with a few numbers of features for each table which might not 
satisfy the sufficient number of variables while testing a good 
performing high dimensional classifier. 

Furthermore, we introduced a higher number of anomaly 
detection approaches than the experimented ones in this paper, 
since the PyOD algorithm set consists of limited number of 
outlier identification approaches which restricted our number 
of tested algorithms.  
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VIII.  CONCLUSION 

For further steps, a multivariate dataset can be preferred to 
be able to compare the algorithms by means of space 
complexity in a more solid way. Since we executed all the 
algorithms with their default parameter configurations except 
for contamination, hyper-parameter tuning can be performed 
for each algorithm to obtain more optimized results. 
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Abstract— In this technological era each and every day 

significant advancements are taking place in the field of 

information technology especially in information retrieval and 

big data mining. Links are the best sources for carrying out the 

data with processing capabilities and because of that one of the 

leading change in our daily life is availability of efficient and 

accurate web search via various search engines like Google. In 

fact, Google was not the first search engine but it helped a lot to 

defeat the spammers who were the major cause of useless web 

search. Graphs have gained a very good popularity in every 

technological and traditional fields because of their excessive use 

and of course increased in capacity and performance. There is 

much information to be gained by analyzing the links derived 

from the different networks. By analyzing the links data access 

is very easy and fast that’s why their efficiency has improved 

and the need of that type of particularly widespread system has 

grown. In this short paper we have reviewed a bunch of papers 

to deeply understand the overall idea of link analysis and web 

search. 

 

Keywords — Directed Graphs, Social Networks, Media 

Networks, Information network Systems. 

I. INTRODUCTION 

The inefficient queries that produces results that are less 
than satisfying, generating endless links to irrelevant pages 
even though those pages may contain the right query 
keywords is very often in search engines during web search. 
As we are growing in terms of information technology we are 
facing great challenges to reduce the inefficiency, spreading 
awareness and stopping the spammers that are leading us to 
the irrelevancy and not getting the desired results. So it has 
been observed that link analysis can have significant 
contributions to web page retrieval from search engines, to 
web community discovery, and to the measurement of web 
page influence. It can help to rank results and find high-quality 
index/hub/link pages that contain links to the best sites on the 
topic of interest as well as links tells the what is more 
important on the web [1]. 

Graphs are everywhere and we are all surrounded by data, 
that data can be represented by graphs especially data gathered 
from the different networks like social networks including 
Facebook, Twitter. WeChat and Weibo and many more. 
Graph can easily represent the information as graph in a sense 
of set of nodes and edges or connection between them or 
intersection between them. Another data that also can 
naturally be represented as networks are the networks of the 
information or information nets like in figure 1, in this case 
what we are seeing is the map of science, So, every node is a 
different journal or a different conference and edges between 
the journals for publication venues, one journal is citing 
another journal. So based on this citation network between 

 
journals, we can basically visualize how different disciplines 
sciences and sub fields of science are relating to each other. 
Another example of big part of kind of networks is the web, 
Web itself can be considered and represented as Graph, and 
we will focus on these kind of structures of the web. So the 
first question is how we represent a web as a graph. We will 
represent web as a directed graph: Nodes will correspond to 
the web pages and directed links between those web pages that 
corresponds to be as Hyperlinks. If web is a big and giant 
network, then the question arises that how is the web 
organized. The way people try to approach to organize the web 
is to naturally curated by human. So for example Yahoo back 
in 1996, their originally idea was to take all the webpages on 
the web and manually categorize them into the set of different 
categories and sub categories. The basic theme of Yahoo was 
to take every page and categorize them into this giant 
hierarchy. Of course with recent emergence, time shows that 
the web has been famous for too quickly [2].  
So the next way how to organize the web and how to find 
things on the web is Web Search. The interesting thing in 
terms of the web search is, there is rich literature in the 
particular field of information retrieval that covers the 
problem of how do we find a document in a large set of 
documents. So, in our case in web search we can think of 
every webpage as a document and the whole web is giant 
corpus of documents and our goal is to find a relevant 
document to a given query in a huge set. However, the 
traditional information retrieval was interested in finding 
these documents in relatively small collection of trusted 
documents likewise, in newspapers collection or patent 
collections. The web is very different, the difference is first 
the web is huge and the second thing is web is full of untrusted 
documents, random things, spam, unrelated things and so on. 
So the big question is which web pages should trust and which 
webpages are fake and irrelevant. Another question that may 
rise here is how do we identify the set of relevant or 
trustworthy webpages in this huge web network [3]. 

 

 

Fig.01 Citation Network and Map of Science 
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At early stages of search engines, the basic thing was to 
crawl the web and index pages by words they contained 
because search queries would respond according to the list of 
words within the pages that contains those words and attempt 
to order the pages matching a search query by importance. 

 

 
II. AIM OF STUDY 

The use of link analysis techniques to estimate the 

importance of a page made web search engines useful so in 

this modern and progressive technological era traditional link 

analysis is very necessary but very accurate and efficient 

because Google presently claims that more than one hundred 

factors are required for calculating the result of a single query. 

As a result, web search is facing two big challenges and they 

are like firstly web contains many sources of information then 

who to “trust” and secondly what would be the best answer to 

a query. As the first challenge is very clear like who to trust 

on to the web because many pages are legitimate and which 

pages are spam or somehow fabricated. The idea here is to use 

the structure of the link web graph to understand these things. 

The idea is simple like trustworthy webpages will link to each 

other. So, here is the idea of page rank algorithm and then the 

other problem is sometimes queries can be rather ambiguous, 

for example anyone can ask what is the best answer to query 

newspaper and there is no any good answer to this query and 

the goal is if we identify all good newspapers on the web is to 

again look at the web structure in order to identify set of pages 

or newspapers linking to each other and get the results out of 

the structure [4-6]. 

The way of addressing both of these challenges is to 

basically realizing that the web as a graph is a very rich 

structure. So, one thing that is very mandatory to understand 

that we can try to think this problem as rank nodes of a big 

graph. So basically we would like to compute a score of every 

node in this web graph. The idea is some nodes will collect 

lots of links so they will have high importance and some other 

nodes will have a small number of links from untrusted 

sources so they will have low importance. In recent days’ 

usage of graphs are playing a key role in various sectors and is 

helping intensifying security, results and portability of 

information. Simply in order to understand and compute the 

importance of the nodes in a graph, there are several 

approaches. Broadly thinking of these approaches are called 

Link analysis approaches are link analysis techniques because 

analyzing the links of the web graph to compute the 

importance of nodes in a graph is the main task of these 

techniques. The following section will present the details of 

these approaches [5]. 

 
A. Page Rank 

Suppose we have links in a graph as votes and consider a 
page or a node in a graph is as important as the number of link 
it has. But it is notable thing here that what would be these 
links like either we are talking about in-links or out-links. For- 
example take a look at in-links. Because in-links are kind of 
harder as it’s very easy to have a page with lots of out-links 
but it’s harder to have a page that lots of other pages on the 
web point to. The second thing is it’s not enough to just 
consider in-links but we also have to consider about from 

where this link is coming from. Likewise, a link from a given 
webpage maybe from dlut.edu.cn has more importance than 
some other webpage that receives only few in-links. So the 
idea is not all in-links are equal and links coming from 
important pages have worth more. Because importance of a 
page is depending on the importance of the other pages that 
are pointing to it. So this is kind of recursive definition where 
importance of your given page depends on the importance of 
the other pages as shown in figure 2. This kind of importance 
can measure the importance of the graph. In figure 2, the size 
of nodes is proportional to its page rank scores and we have 
normalized the page rank scores so that the sum is to be one 
hundred [7-9]. 

 

Fig.02. Page Rank Scores of different nodes via a graph 

Additionally, page rank score is computed for importance 

of nodes in a node graph network and using recursive 

formulation where we take each link as a vote and we think 

importance of a node is proportional to the importance of the 

source page. For clearly understanding the recursive 

formulation let’s take a page j with its importance rj and page 

j has n outgoing links and the importance of page j is rj is split 

in its out-going links evenly and each link gets rj / n votes. 

Similarly, we can find the importance of J as the sum of votes 

that it receives as in-links [10]. Like in figure 3, the 

importance r of page j is simply importance of page i divided 

by three because page i has three out-going links plus 

importance of page k divided by four because page k has four 

out links. So this is how we compute the page rank score of 

page j, and now we have the page rank score of page j and the 

score further get spread outside of page j along the three out-

going links and the equation goes like;  

rj =  ri/3 + rk/4  
 

Fig.03. Computing the importance 

i. The Flow Model 

A page is important if it is pointed by other important 

pages so simply a vote from an important page is worth more. 
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Hence it is called flow model through the network and 

sometimes it is also called as flow formulation of the flow 

model. To make sure how it works let’s have a deeper look 

onto it. As shown in figure 4, a very small web graph contains 

three websites namely a, m and y. It is clearly shown in figure 

4 that the structure like y has the self-link and a link points to 

a, and a point to y and m and m point to backward and so on. 

Initial idea is simple as mentioned earlier that the vote from 

an important page is worth more. So we can say a page is 

more important if its pointed by other important pages. Like 

already defined in previous slide, we will assign the 

importance r to the page j and we will call this important score 

as rank. So this is where from the page rank terminology 

comes from [10-12]. 
 

 

Fig.04 Flow Model 

 

Importance of page j is simply the sum of all the other pages 

that point to it, importance of that page i divided by the out 

degree of the page. So now what we can do is basically this 

means for every node in the network we obtain a separate 

equation. So for example the importance of node y in network 

is simply the importance of y divided by 2 plus importance of 

a divided by 2 because y has 2 outgoing links (as one link 

points to itself) and similarly node a has 2 out-going links so 

we take RA divided by 2. Going further like we say the 

importance of the node m is just simply the importance of 

node a divide by 2 (again why divided by 2 because a has 2 

out-going links) so half of its importance goes to m and half 

of its importance goes to y. 
“Flow” equations: 

ry = ry /2 + ra /2 

ra  = ry  /2 + rm 

rm = ra /2 

 
Let’s define a rank rj for page j as the following 

r  = 
ri

 
j 

d
 

So for now we have presented our whole graph as a matrix, 

and we can also take all the page rank scores of nodes 

represent it as a vector. So the way we do this is that we think 

we have one entry per page so we can think of our pages as 

number 1,2,3,4,5 up to n and we have a vector of length n and 

every entry in this vector basically corresponds to the page 

rank score of a given page. So here sum of all the entries of 

our vector equals to one. So now what is interesting is we can 

take our flow equation kind of our previous basic equation 

and write it in terms of the matrix M and vector R. So we can 

say that rank vector R equals to the matrix M times to the 

vector R again. So now we can say we have a big equation as 

M is fixed and we can find what are the values of R [14]. 

B. Hubs Authorities (HITS) 

Hyper Link Induced Topic Search algorithm is a classical 

link analysis algorithm for analyzing the web structure. The 

algorithm takes into the consideration of the structural 

information of links but ignores the correlation between 

pages and topics. This strategy determines the importance of 

a page by analyzing the reference relationship between pages, 

so as to determine the crawling sequence of the focused 

crawler on the page. The algorithm is to find out the authority 

pages and hub pages from a set of web pages, according to 

user query and through analyzing the forward and backward 

linkages. An authority page is an authoritative page most 

relative to the query topic (authority is of influence and is 

accepted by most of people); while a hub page is a web page 

that points to the link set of authoritative pages [15]. Each page 

requires two measurement values: authority weigh and hub 

weight, according to which the importance of a page to a 

specific topic can be judged. 

 

Many algorithms, including the HITS, are based on 

hypothesis. The HITS algorithm uses two basic hypotheses: 

Hypothesis 1: a good “authority page” is linked by many good 

“hub pages”, and; 

Hypothesis 2: a good “hub pages” points to many good 

“authority pages”. 

Hypothesis 1 describes what a “good” authority page is: a 

page linked by many good “hub pages”. Hypothesis 2 

describes what a “good” hub page is: a page points to many 

good “authority pages”. Form above basic hypotheses we 

cans see a mutually reinforcing relationship between the hub  

and

 
ii. Matrix Formulation 

i→ j i 
authority page, i.e. the higher quality of a hub page, the better 

the authority page will be, and vice versa, if an authority page 

Linear algebra is always considered as the best option 

when dealing with matrices. The flow equations in terms of 

graph can be represented as a big matrix of values. 

 
If i → j then Mji =1/di      else  Mji  = 0 

 

Here M is column stochastic matrix and the idea is like if a 

page i, points to page j, then we will have a non-zero entries 

in the cell j i, and if the page j does not point to page i, then 

we will have zero entry there. So now the question here is 

what is the value of non-zero entries in the cell of matrix. 

Hence if i, point to j, then the corresponding entry j,i in the 

matrix M will be 1 over the out degree of node i, So this 

means that our matrix M is called the column stochastic 

matrix which means that every column in out matrix sums to 

one [13-15]. 

has higher quality, then the hub page that points to the 

authority page has a higher quality. Based on such a mutually 

reinforcing relationship, those hub and authority pages that 

have highest quality can be figured out through iterative 

computations. 

Furthermore, HITS is an important algorithm for 

web structure mining. In response to problems of this 

algorithm, many scholars have proposed various improved 

algorithms which are still in evolution. 

  

C. Knowledge Graph Embedding: 

Knowledge graphs are considered as the organized 

representation about the real work data where nodes are used 

to represent entities whereas edges are used for connecting 

two entities with a relation. For example: people and places.  
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 Link prediction is the best example of graph 

embedding as it is used to find the existence of a link 

between two entities and then predict that link for the 

said task. In other words, the prediction of the links is 

necessary to check whether the two links between two 

nodes are based on the attribute information and the 

actual relationship that has been observed [15-19]. 

 

Conclusion  

Link analysis techniques are the mostly used 

techniques to assess the relationship between the nodes 

and for bringing betterment in web search algorithms. 

In this epidemics and pandemics situations of COVID-

19, link analysis techniques have played a vital role in 

medical research. Other areas where link analysis can 

be used are; search engine optimization for any search 

engine, security risk analysis, fraud detection and 

stock market research etc. So to conclude this paper, 

there are various purposes of link analysis but mostly 

three purposes are considered for link analysis. Firstly, 

for the data which could be of the interest, secondly to 

find the anomalies where rules and regulation have 

been desecrated and mitigate these violations. Lastly, 

to determine the new and innovative techniques for 

web search, graph modeling and graph learning with 

real time analysis of social life.  
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Abstract—Predictive maintenance is a set of techniques that 

uses data analysis methods to detect anomalies in operations and 

processes, as well as potential equipment defects, so failures can 

be detected before they occur. Predictive maintenance reduces 

the lost production hours due to maintenance and the cost of 

spare parts and consumables. In this work, predictive 

maintenance solution of Eldor Corporation in İzmir is presented 

as a real-life case study. By collecting various data 

measurements such as vibration, acceleration, and temperature 

from smart sensors, a parametric trend analysis algorithm and 

a software system for anomaly detection were developed. During 

the design of the system and the algorithm, a data set consisting 

of 10 variables and 1.071.572 observations, including old pump 

failures was created and used. The final system detected six fault 

events before they occurred between 30.07.2020 and 30.11.2020. 

Keywords—predictive maintenance, anomaly detection, trend 

analysis 

I. INTRODUCTION   

Growing competition, globalization of enterprises, 

advances towards total quality management and continuous 

technological changes are some of the key factors that cause 

major changes in the structure of enterprises. These 

modifications have also been moved to the production field as 

they are most directly related to the effectiveness and 

sustainability of manufacturing and maintenance processes 

[1]. Consequences in production and maintenance reveal the 

need to change the focus of maintenance strategies. The core 

principle of maintenance is that continuous monitoring of 

process, system, material or commodity conditions guarantees 

the maximum time between repairs and thereby minimizes the 

amount and expense of unplanned outages that impact the 

output, consistency of the service and overall performance of 

the production process [2]. Predictive maintenance is a 

maintenance type that tracks the efficiency and state of 

equipment during a regular service to decrease the risk of 

failures. Predictive maintenance is also identified as 

condition-based maintenance and has been applied in the 

manufacturing field since the 1990s [3].  

 

    In this study, predictive maintenance experimental works 

in Eldor Corporation are utilized using sensor data installed 

on the pumps in a part of the production line. Various data 

measurements such as vibration, acceleration and 

temperature are collected from the smart sensors. Controlled 

tests are also carried out in a way that may cause bearing 

failure. Finally, a parametric trend analysis algorithm and 

software for anomaly detection have been developed that 

detected six failure events before they occurred between 

30.07.2020 and 30.11.2020.  

 

The rest of the paper is organized as follows. Section 2 

presents predictive maintenance works in the literature. 

Section 3 explains background and methods are introduced. 

Section 4 explains the experimental study including dataset, 

developed solution and events detected. Finally, the last 

section concludes this paper and discusses future work. 

 

II. RELATED WORK    

 

       When the literature is searched, it is seen that many 

studies have been conducted in the field of predictive 

maintenance. 

       Martha et al. [4] conducted a research using data from a 

metallurgical company. In the study, they used rule-based 

methods for predictive maintenance and obtained positive 

results. In addition, feature selection methods were used to 

determine which data will be used before analyzing.  

      Radyha Saha et al. [5] researched new technologies 

coming with industry 4.0 and big data. Their studies were 

conducted on big data platforms by using predictive 

maintenance. In the study, they used new technologies and 

tools such as Kafka, Kinesis and RabbitMQ. The scope of the 

study is on rail transportation and wing energy.  

       Chia Yan Li et al. [6] proposed a study on detecting 

bearing failure on electric motors. They tried to find the faults 

based on the vibration data. They developed and trained a 

model using various regression methods such as weighted 

least squares regression (WLS) and feasible generalized least 

squares regression (FGLS), and Support vector regression 

(SVR).  

       Wo Jae Lee et al. [7] have researched tool wear and 

bearing failure for predictive maintenance. They worked on 

data driven models. During the operation, six different 

signals, the DC spindle motor current, the AC spindle motor 

current, the table vibration, the spindle vibration, the acoustic 

emission at the table and the acoustic emission at the spindle 
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were collected. Two powerful classification techniques, 

support vector machines (SVM) and artificial neural 

networks (recurrent neural network and convolutional neural 

network) were trained and tested. 

III. BACKGROUND AND METHODS  

This section presents the problem definition, maintenance 
types, trend analysis and outlier detection methods utilized in 
the predictive maintenance task. 

A. Problem Definition 

Eldor Corporation was established by Pasquale Forte in 
1972 and is an international group leader in the automotive 
business and supplier to the main automotive manufacturers 
across the world. Eldor operates having 3.500 employees in 
20 locations with presence in Italy, Germany, USA, China, 
Turkey, Brazil, Japan, and South Korea. Figure 1 shows a 
graph of 4 days of data collected from one sensor (Radial Axis 
Peak Acceleration) in a production line belonging to Eldor 
Turkey. In the figure, the window size for the moving average 
is determined as 30 minutes. 

Fig. 1. Four days view of outliers. 

The orange line is drawn by taking the average value every 
30 minutes and sliding the window in one-minute steps. Green 
lines are used for the exponential weighted moving average 
and a logarithmic transformation has been performed on the 
smart sensor data to calculate this value. Exponential weighted 
moving averages over the stationary series are defined by 
determining 30-minutes windows. As it is seen from the 
graph, some outlier values may seem visible. However, it is 
not possible to visually understand whether these outliers are 
signs to failure events or not. 

B. Maintenance Types 

• Corrective Maintenance: Corrective maintenance is 
performed when a problem is detected while working 
on another job. The problem is solved at that time or at 
another scheduled time. Problems can be caught 
instantly with corrective maintenance [9, 10]. 

• Preventive Maintenance: This type of maintenance 
can also be called periodic maintenance. Maintenance 
is carried out regularly in a certain period of time or in 
a planned manner according to a certain criterion. The 
aim is to replace the equipment of the system regularly 
before the failure occurs to prevent unexpected failures 
of the operation of a system. The disadvantage of 
preventive maintenance is the equipment that is 
replaced despite having a longer usable life [11, 12]. 

• Predictive Maintenance: Predictive maintenance is a 
type of maintenance performed using a developed 
complex software application that evaluates the 
collected sensor data of the equipment to prevent 
unplanned malfunctions and maximize service life. 
Predictive maintenance is categorized into two groups; 
i) statistically based and ii) condition based [13]. In 
statistics-based predictive maintenance, statistical 
methods are used to determine when maintenance will 
be performed in the future. Condition-based predictive 
maintenance predicts the occurrence of a fault by 
monitoring the equipment instantaneously and 
continuously and analyzing it with data of normal 
operating conditions obtained in the past. 

C. Trend Analysis and Outlier Detection in Predictive 

Maintenance 

 

The regular movement that is generally observed in time 

series in the long term is called “trend” [14]. The trend 

showing the average level of the time series is the growth 

measure of the relevant series. Upward direction of the trend 

indicates growth, while downward direction indicates 

shrinkage in the series. Outlier detection is defined as the 

process of descriptive analytics performed to find unusual or 

extreme samples in a large data set, without prior knowledge 

of which samples to search.  

Conducting an outlier analysis by ignoring the trends in a 

time series problem will result in obtaining results that are 

both incomplete and impossible to interpret. Especially in 

predictive maintenance problems where time-dependent 

conditions are constantly monitored, it is critical to detect 

anomalies by following trends on time series data [15]. 
  

IV. EXPERIMENTAL STUDY 

In this section, we present detailed information about the 
dataset and the experimental procedures applied.  

A. Dataset 

The dataset covers the period for a production line between 

04.03.2020 and 25.05.2020. It consists of 10 features and 

1.071.572 observations. It contains data of seven pumps 

including four vacuum and three blowers. The information 

about collected measurement variables are shown in Table 1. 

 

Table 1. Measurement variables (features) collected from sensors.  

Measurement Variable Description 

Radial Axis RMS Vibration The average of vibration 

squares on the radial axis. 

Axial Axis RMS Vibration The average of vibration 

squares on the axial axis. 

Radial Axis RMS 

Acceleration 

The average of acceleration 

squares on the radial axis. 

Radial Axis Peak 

Acceleration 

The peak of acceleration on 

the radial axis. 
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Radial Axis Curtosis The curtosis of radial axis 

RMS vibration. 

Radial Axis Crest Factor 

  

A parameter of a waveform, 

such as alternating current 

or vibration, showing the 

ratio of peak values to the 

effective value. In other 

words, the crest factor 

indicates how extreme the 

peaks are in a waveform. 

Temperature The temperature value in 

Celsius. 

B. Developed Trend Analysis Algorithm 

In the study we developed a parametric trend analysis 

algorithm for anomaly detection that can be easily adapted 

for similar tasks in production. The dataset that contains the 

past pump failures and maintenance have played a critical 

role in the development of the algorithm. Detailed 

exploratory data analysis was performed on the smart sensor 

data before and after pump failures. Time series 

visualizations show that an upward trend and outliers were 

observed before the pump failure occurred. The algorithm 

tries to detect the uptrend and anomaly value by shifting 

every hour at the window size determined for all smart sensor 

features.  

In this context, the window size, the degree of trend to be 

detected and the outlier threshold value should be entered 

parametrically for each smart sensor feature. Before 

explaining how the trend algorithm works, pre-processing is 

performed on the raw smart sensor data. In these pre-

processing stages, processes such as deleting missing data, 

making the frequency of the data a regular one minute, 

getting a 60-minutes moving average and finding an hourly 

average are applied. 

After pre-processing steps, a line that will represent all hourly 

averages is fitted with the help of a least square’s polynomial 

fit. The optimal line made up has an equation and hence a 

slope that represents the trend's intensity and direction. The 

degree of the trend is determined by taking the arctangent of 

this slope coefficient. If the trend level is higher than the trend 

level specified as a parameter in the configuration file, a trend 

alarm is issued. 

 

Fig. 2. The logic of the trend detection algorithm. 

Figure 2 can help to understand the working logic of the 

trend detection algorithm. The example displays the 8-hour 

preprocessed values of the RMS variable representing the 

vibration data. On this graph, where a serious increase was 

observed from the first hours to the last hours, the red line 

was drawn with the least squares method. The slope 

coefficient and slope degree are calculated to determine the 

trend through the equation of the line drawn. 

C. Events Detected Before Failures 

In this study six successful events between 30.07.2020 

and 30.11.2020 were detected before failures. The developed 

system determines a trend considering at the last 8 hours. A 

sample range is determined and the slope grade in this range 

is considered to find a true slope. The degree of the slope is 

the angle of the linear line passing through the set of points 

calculated for 8 hours. The system allows the results to be 

fine-tuned by changing the slope grade thresholds. Besides, 

users are warned by the system when there is a real failure in 

the pumps.  

Table 2. Successful events detected by the system. 

Event Slope 

Degree 

Feature  Trend 

Start 

Date 

Pump 

Change 

Date 

Ev1. 

Pump X 

7.84 Radial Axis 

RMS 

Vibration 

27.07.20 30.07.20 

Ev2. 

Pump X 

9.22 Radial Axis 

RMS 

Vibration 

19.08.20 21.08.20 

Ev3. 

Pump Y 

13.71 Radial Axis 

PEAK 

Acceleration 

23.09.20 25.09.20 

Ev4. 

Pump X 

18.29 Radial Axis 

RMS 

Vibration 

28.09.20 28.09.20 

Ev5. 

Pump Y 

6.83 Radial Axis 

PEAK 

Acceleration 

15.10.20 16.10.20 

Ev6. 

Pump X 

9.86 Radial Axis 

PEAK 

Acceleration 

04.11.20 05.11.20 

Table 2 shows information about the events. Slope degree 

value is the related feature maximum slope degree in trend list. 

In the paper, event 6 and event 8 are explained with figures. 

Event #1: It was the first successful event detected by the 

developed system. There was a mechanical problem, and a 

pump was changed with another. Event was detected because 

of the increase in vibration and acceleration values. The 

trend's slope was measured at 7.84.  
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Fig. 3. Event#1 and its eight ours window. 

Event #6: This event was the last detected trend. The pump 

was changed considering the radial axis RMS acceleration 

trend. 

 

Fig. 4. Event#6 and its eight hours window. 

 

CONCLUSION AND FUTURE DIRECTIONS 

Maintenance is a set of activities aimed at always keeping 

a machine’s condition and performance like new. In literature 

different types of maintenance exist such as corrective, 

preventive, and predictive. In this study, a trend analysis 

algorithm and software for anomaly detection have been 

developed and possible events of failures are prevented in six 

real-life scenarios between 30.07.2020 and 30.11.2020 in 

Eldor Turkey. The results also show that the developed 

system is capable to find trends and possible malfunctions 

approximately 2 days before they occurred. As a future work, 

if enough labeled data (healthy and unhealthy states) is 

collected, it is planned to use machine learning classification 

algorithms such as decision tree, SVM, and ensembles. 
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Abstract— Metaheuristic solution methods proposed for 

solving complex, multidimensional and nonlinear optimization 

problems that do not guarantee the exact solution for every 

problem. New solution methods are suggested by researchers to 

find better solutions. In this study, among the current 

metaheuristic optimization algorithms, Jellyfish Search 

Optimizer (JS), Carnivorous Plant Algorithm (CPA), and Giza 

Pyramids Construction (GPC) Optimization algorithms were 

compared using 4 benchmark tests. The dimensions of the 

benchmark tests were selected as 10, 30 and 50, respectively. 

Jellyfish Search Optimizer algorithm showed the best 

performance and Carnivorous Plant Algorithm was the slowest 

running algorithms. 

 Keywords—intelligent computation, metaheuristic 

optimization, benchmark function, performance 

 

I. INTRODUCTION  

Many real world applications in various fields of science 
and engineering can be turned into optimization problems. 
These problems tried to be solved are nonlinear, multimodal 
and highly complex problems. Metaheuristic optimization 
algorithms are used to find the closest solution to the 
optimum solution in a reasonable time frame in cases where 
the solution space of a problem cannot be evaluated entirely 
and is infinitely large. Metaheuristic optimization algorithms 
are very popular methods and there are four important 
reasons for this; (a) They are based on simple concepts and 
are easy to implement; (b) they do not need the gradient 
information of the objective function; (c) they can overcome 
the local minimum point; and (d) they can be used to solve 
different problems in various fields [1-3]. Metaheuristic 
optimization algorithms can be classified according to the 
areas they are inspired by. Metaheuristic optimization 
algorithms are divided into six classes according to their 
inspirations: evolutionary-based, physics-based, chemistry-
based, swarm-based, human-based and plant-based. 
     The most popular evolutionary methods are the Genetic 

Algorithm [4] and the Differential Development Algorithm 

[5]. Electromagnetism-Like Algorithm [6] and Gravitational 

Search Algorithm [7] can be given as an example for physic 

based methods. Artificial Chemical Reaction Optimization 

[8] algorithm can be given as an example to chemistry-based 

methods. Methods developed in nature by imitating the social 

behavior of animals and using their swarm intelligence are 

called swarm-based algorithms. These are algorithms 

inspired by the behavior of animals such as moths, bees, 

birds, cats, wolves and whales. Algorithms such as Particle 

Swarm Optimization [9], Artificial Bee Colony [10] and Bat 

Algorithm [11] can be given as examples of swarm-based 

algorithms. There are many algorithms developed inspired by 

various human-based sources such as sports, music, 

education and management style. League Championship 

Algorithm [12] and Golden Ball Optimization [13] are 

examples of sports-inspired algorithms. Harmony Search 

[14] and Melody Search [15] algorithms are methods inspired 

by music. Inspired by the parliamentary system, the 

Parliamentary Optimization Algorithm [16] simulated the 

functioning of the parliamentary system. The Teaching-

learning-based optimization algorithm [17] was developed, 

inspired by a teacher's effect on students' learning in the 

classroom. Apart from all these categories, plant-based 

algorithms inspired by plant behaviors have been proposed 

by researchers to solve complex problems. Root mass 

optimization algorithm [18-19] and Flower Pollination 

Algorithm [20] are examples of such techniques. 

     Although many new optimization algorithms have been 

developed by researchers, they are still not sufficient to 

produce satisfactory results in solving these challenging 

problems [21. New heuristic methods are suggested by 

researchers in order to provide more successful solutions to 

optimization problems. JS [3], CPA [22], and GPC 

optimization [23] are the current metaheuristic methods 

proposed in 2020. In this study, three up to date metaheuristic 

algorithms proposed in the last year were examined and these 

algorithms were compared using four frequently used 

benchmark functions for the first time. The results obtained 

are given in detail.  

II. COMPUTATIONAL INTELLIGENCE METHODS 

     As scientific research continues, people's discoveries 

increase, which leads to the emergence of different sources of 

inspiration for the development of new metaheuristic 

algorithms. In this section, inspiration sources and the pseudo 

codes of three different current metaheuristic optimization 

algorithms, which have been compared in the experimental 

study, are given under subheadings. 

A. Jellyfish Search Optimizer  

     Jellyfish are creatures that exist in various sizes and colors 

and can live at different depths in waters of different 

temperatures. Feeding methods of jellyfish are different from 

each other. Some jellyfish use their tentacles to bring food to 

their mouths, others use the filtering method to feed on what 

the currents bring. Some jellyfish actively hunt their prey and 

immobilize them by stinging them with their tentacles. The 

JS algorithm was inspired by the oceans foraging behavior of 

jellyfish and mathematically modeled a jellyfish population. 

The algorithm based on this model is based on three rules [3]. 

1) A jellyfish either follows the ocean current or moves 

within the swarm, and a "time control mechanism" 

determines the transition between these movements.  

2) Jellyfish moves in the ocean for search of food. A 

jellyfish is attracted to places where there is more 

food available. 
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3) The location and the fitness function of the location 

decides the amount of food found. 

The basic steps of the JS algorithm are given in the pseudo 

code in Fig. 1. The details of the equations mentioned in the 

pseudo code can be found in the relevant article [3]. 

 

 
Fig. 1. Pseudo code of JS algorithm [3]. 

B. Carnivorous Plant Algorithm 

     While most plants are food sources for animals, this is the 

opposite for carnivorous plants. Carnivorous plants survive 

in harsh conditions and hunt animals such as flies, butterflies, 

lizards and mice [22]. At this point, the Carnivorous Plant 

Algorithm (CPA) was proposed, inspired by the hunting 

behavior of carnivorous plants to survive in harsh conditions 

and their pollination adaptation for reproduction. The 

attractiveness, entrapment, digestion and reproduction 

strategies of carnivorous plants were modeled 

mathematically for optimization. Fig. 2. shows the pseudo 

code of the CPA algorithm. The details of the equations in the 

pseudo code can be found in the relevant article [22]. 

C. Giza Pyramids Construction (GPC)Optimizaion 

     The Pyramids of Giza are a building block consisting of 

three great pyramids built in ancient Egypt. According to 

archaeologists, the construction methods of these pyramids of 

different sizes are different from each other as the 

construction is spread over time. One of the most important 

issues in the construction of these pyramids was the issue of 

how to manage porters, slaves, masons, metalworkers and 

carpenters, each with different responsibilities in the field of 

construction. They were guided by the pharaoh's agent. In  

 
Fig. 2. Pseudo code of the CPA algorithm [22]. 

 

addition, the construction of the pyramids has been optimized 

due to the limitation of the construction materials used, the 

construction time problem and the stone blocks used. The 

GPC algorithm has emerged as an algorithm that was inspired 

by the methods, technologies and strategies of the period in 

which these pyramids were built [23]. The pseudo code of the 

GPC algorithm is given in Fig. 3. The details of the 

mentioned equations in the pseudo code can be found in the 

relevant article [23]. 

 
Fig. 3. Pseudo code of the GPC algorithm [23]. 

III. EXPERIMENTAL STUDY AND RESULTS 

     In this section, benchmark functions used to compare 

current metaheuristic optimization algorithms are explained 

and the results obtained by using these functions are given in 

detail.  

 

217



TABLE I.  BENCHMARK FUNCTIONS 

 

A. Benchmark Functions 

     There are many benchmark functions in the literature in 

order to evaluate the performance of metaheuristic 

optimization algorithms. These functions have the difficulty 

and complexity of real life engineering problems. These 

functions are often used to evaluate and compare 

optimization algorithms for convergence, precision, 

robustness, and overall performance. The natural functions, 

complexities and other properties of these comparison 

functions can be obtained from their definitions and the 

difficulty levels of these functions can be adjusted by 

changing the size and interval parameters [24-25]. In this 

study, four benchmark functions, Sphere (F1), Rosenbrock 

(F2), Ackley (F3) and Levy (F4) were used. These functions 

and their properties are shown in Table I.  

B. Experimental Results 

     All experimental studies were performed on the 

MATLAB 2020b platform. For all metaheuristic algorithms 

compared in the study, the initial population numbers were 

taken as 30 and the maximum number of iterations as 1000. 

Algorithms are tested in 3 different difficulties by taking the 

dimension values of the functions as 10, 30 and 50. The 

performances of the algorithms for each test function were 

evaluated according to the results obtained in 30 independent 

run. Comparative test results obtained are given in Table II 

for 10 dimensional functions, Table III for 30 dimensional 

functions and Table IV for 50 dimensional functions. In the 

tables, the mean, best and standard deviation values obtained 

in 30 independent runs are given. Mean and best values 

represent the performance of algorithms at convergence to 

global optimum. Standard deviation indicates whether the 

algorithm works stable or not. Average run times (sec.) 

obtained at 1000 iterations in 50 dimensional test functions 

are given in Table V. 

 
TABLE II. RESULTS OBTAINED IN 10 DIMENSIONAL TEST 

FUNCTION 
 

 JS CPA GPC 

F1 Mean 2.63E-84 3.50E-76 8.02E-25 

Best 4.43E-94 6.80E-84 1.31E-29 

Std. 9.86E-84 1.68E-75 3.12E-24 

F2 Mean 0.06227 2.73034 7.19726 

Best 6.14E-08 0.03693 6.54867 

Std. 0.17952 3.29056 0.26851 

F3 Mean 1.48E-15 0.17039 1.64E-13 

Best 8.88E-16 4.44E-15 8.88E-16 

Std. 1.32E-15 0.44129 2.30E-13 

F4 Mean 5.71E-27 0.11120 0.60254 

Best 2.10E-30 1.50E-32 0.45402 

Std. 1.95E-26 0.34592 0.07917 

 

 

 

 

 

 

 

 

TABLE III. RESULTS OBTAINED IN 30 DIMENSIONAL TEST 
FUNCTION 

 

  JS CPA GPC 

F1 Mean 1.18E-46 1.66E-15 4.60E-22 

Best 2.40E-75 1.35E-17 3.74E-26 

Std. 6.34E-46 5.94E-15 1.10E-21 

F2 Mean 0.10381 59.63437 27.43257 

Best 4.58E-05 4.01466 26.85205 

Std. 0.43619 59.80774 0.20578 

F3 Mean 3.49E-15 0.86503 3.27E-12 

Best 8.88E-16 1.45E-09 1.87E-14 

Std. 1.57E-15 1.05580 3.58E-12 

F4 Mean 1.24E-09 4.17400 2.30824 

Best 2.73E-12 0.63338 2.10798 

Std. 1.74E-09 2.01820 0.08005 

 
TABLE IV. RESULTS OBTAINED IN 50 DIMENSIONAL TEST 

FUNCTION 

 

  JS CPA GPC 

F1 Mean 1.21E-50 0.00193 2.27E-21 

Best 5.55E-66 9.26E-07 5.10E-26 

Std. 6.54E-50 0.00915 5.22E-21 

F2 Mean 0.04310 123.45188 47.58939 

Best 0.00076 27.19353 47.03578 

Std. 0.08878 63.91115 0.40007 

F3 Mean 3.97E-15 2.67599 6.41E-12 

Best 8.88E-16 0.01144 3.95E-13 

Std. 1.21E-15 1.04502 5.96E-12 

F4 Mean 3.28E-07 8.87983 4.11957 

Best 3.19E-09 1.99635 3.99599 

Std. 6.14E-07 4.30005 0.07264 

 
TABLE V. AVERAGE RUN TIMES (SEC.) OBTAINED AT 1000 

ITERATIONS IN 50 DIMENSIONAL TEST FUNCTIONS 
 

Function JS CPA GPC 

F1 0.6006 10.4534 3.6321 

F2 0.6591 9.8305 3.6458 

F3 0.5997 10.4969 3.3960 

F4 1.9460 11.0680 4.6248 

 

IV. CONCLUSION 

Metaheuristic algorithms are algorithms that provide near-
optimum solutions in acceptable times for many optimization 
problems, can be easily adapted to those problems without 
making changes on the problems of interest like classical 
algorithms, and can offer solution strategies even in the 
presence of different types of decision variables and 
constraints. Because of these advantages, researchers have 
proposed many metaheuristic algorithms in the last few 
decades and are still being added to the literature in new 
algorithms. In this study, the performances of JS, CPA, and 
GPC, which are among the newest metaheuristic algorithms, 

Function Equation Feature 
Value 

Range 
Optimum 

Sphere (F1) ∑ 𝑥𝑖
2𝑑

𝑖=1   Unimodal ±100 0 

Rosenbrock (F2) ∑ [100(𝑥𝑖
2 − 𝑥𝑖+1)

2 + (1 − 𝑥𝑖
2)]𝑑−1

𝑖=1   Unimodal ±30 0 

Ackley (F3) 20 + 𝑒 − 20 𝑒𝑥𝑝 (−0.2√
1

𝑑
∑ 𝑥𝑖

2𝑑
𝑖=1 ) − exp (

1

𝑑
∑ cos(2𝜋𝑥𝑖))
𝑑
𝑖=1 )  Multimodal ±32 0 

Levy (F4) 
𝑠𝑖𝑛2(𝜋𝑦1) + ∑ (𝑦𝑖 − 1)2[1 + 10𝑑−1

𝑖=1 𝑠𝑖𝑛2(𝜋𝑦𝑖+1)] + (𝑦𝑛 − 1)2, 𝑦𝑖 =

1 +
𝑥𝑖−1

4
  

Multimodal ±10 0 
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were tested in detail using 4 benchmark test functions of 10, 
30 and 50 dimensions. According to the test results, it was 
seen that the JS, which gave the best solutions in all 
benchmark functions, was the most successful algorithm. JS 
algorithm gave the best results in terms of run time. The worst 
performance was shown by CPA. This study is important for 
researchers to easily access some of the most up-to-date 
metaheuristic optimization algorithms, as well as to help 
researchers choose the appropriate algorithm by giving them 
a preliminary idea about the performance of metaheuristic 
algorithms that they can use in their studies. 
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Abstract— The Himalayas are one of the main clusters of 

glaciers outside the polar regions, but the fate of the Hindu Kush 

Himalayan glaciers has been the subject of heated debate due to 

its quick melting and retreat. As glaciers are the best signs of 

climate change and water resources. Despite the significance of 

glaciers, there is still a lack of detailed and consistent glacier 

inventory data in most parts of the world. Mapping, monitoring 

and inventory of glaciers at a universal scale is therefore very 

important. In view of the enormity and inaccessibility of 

mountain glaciers, remote sensing is probably the only way of 

re-mapping glaciers in an organized and cost-effective manner. 

In this research work, three supervised machine learning 

algorithms are used for automatic mapping of glacier, debris 

filled glacier and non-glaciated areas using multi-temporal 

sentinel-2 data. The machine learning algorithms used in this 

study are support vector machine (SVM), artificial neural 

network (ANN) and random forest (RF). In order to classify, the 

high altitude shisper glacier of the Hunza Basin was chosen as 

an area of interest, and three main classes were deliberated, i.e. 

Glacier, glacier-covered debris and glacier-free area. The data 

was divided into the training set (70 percent) and the test set (30 

percent). Finally, the accuracy of each classifier is compared to 

the referenced data for assessment. The result suggested that 

each classifier classifies the class in a very accurate manner. 

Comparatively, random forest (RF) performed the best in all 

three classes relative to ANN and SVM. This precise 

classification of the debris covered-glacier will help in 

assessment of water sources, climate change and for hazard 

management. 

Keywords— Remote Sensing Sentinel-2, Support Vector 

Machine(SVM), Artificial Neural Network (ANN), Random 

Forest(RF) 

 

I. INTRODUCTION 

The Hindu-Kush-Karakoram-Himalaya area (HKKH), also 

referred to as "Asian Water Towers," [1] is among the largest 

glacier cover outside the northern hemisphere. It contains 

several highest peaks and largest glaciers [2]. It is the greatest 

freshwater resource since it includes the largest collection of 

snow and glaciers.  

Glaciers are the best indicators of climate change, and their 

meltwater benefits irrigation system and fills other water 

requirements [3]. As Pakistan is an agricultural country and 

its economy is heavily dependent on irrigation systems, 

climate change affects water resources and disrupts the 

agricultural system and power capacity. Water flow 

variations also create problems among provinces in terms of 

reducing water flows during dry seasons and higher flows 

resulting in flooding during wet seasons [4]. Thus, any minor 

change in glaciers will affect the population and may disorder 

their living standards in several ways. Debris filled glaciers 

often play a significant role in the balance of the glacier mass 

and the melting rate of ice .Therefore, it is important to 

observe, monitor and record glaciers to obtain imparts on 

climate change , water resource management and understand 

the dynamics and reactions of glacier [5]. Traditional glacier 

mapping approaches based on field surveys 

and analyzing topographical maps, which are very time 

consuming and not feasible in remote areas particularly in 

mountain areas. Thus, there is still a lack of accurate data of 

glaciers in most parts of the world [6]. 

In view of the vastness and unreachable nature of mountain 

glaciers, remote sensing is the most efficient method for 

accurately mapping glaciers [7]. Several remote sensing 

techniques have been used to map and monitor glaciers. 

These methods include splitting between visual interpretation 

and the band ratio of remote sensed images. In addition, 

machine learning algorithms that include supervised 

algorithms, unsupervised algorithms and decision tree 

methods are also proposed for the detection of specific 

information [8][5]. Similarly, glaciers filled with debris are 

identified using band ratio and manual on-screen digitization. 

Many researchers have introduced new semi-automatic 

methods for high-precision mapping of glaciers, but these 

techniques have not been applied to glaciers covered by 

debris due to the spectral properties of supraglacial debris and 

periglacial debris [9]. Few researchers focused on debris 

covered glacier through onscreen manual digitization. 

However, the accuracy of manual digitization of debris-

covered glaciers varies on the basis of image resolution and 

personal expertise resulting in different mappings for the 

same glacier. To address this challenge, we use machine 

learning algorithms to classify glaciers, glacier-covered 

debris and non-glaciated areas from remote sensed data. The 

aim of this study is to estimate the performance and 

importance of machine learning algorithms in remote sensing 

for the classification of debris-covered glacier. 
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II. Study Area  

 
Figure 1. Shisper glacier as selected study area. 

The study area is shisper glacier, located in the 

Hunza Valley, northern Pakistan (Fig. 1). Shisper is 

a 16.5 km long surge-type glacier located in the 

Karakorum region (Lat: 36.35-36.48° N; 74.57-

74.61° E) in Hunza Valley, Pakistan, spanning 26 

km. 

III.Material 

Various types of data have been obtained, processed, and 

analyzed using various methods and techniques. These 

different types of data include sentinel 2 Imagery, Landsat 8 

imagery and Shape file of boundary of study area (Table 2). 

Table 2. Description of data used. 

Data 

Type    

Source Spatial  

Resoluti

on   

Rev

isit 

Ti

me 

Record

ing 

Time 

Period 

Spectral 

Bands 

Sentinel   Google Earth 

Engine 

Website 

(Supported 

by USGS) 

10, 20, 60 

(m) 

5 

Days 

  (20-7-

2019) 

13 Bands 

Landsat  8    Google Earth 

Engine 

Website 

(Supported 

by USGS) 

30 (m) 16 

Days    

(20-7-

2019)   

9 Bands 

 

 

 

 

 

A. Sentinel and Landsat data product 

Sentinel-2 offers high-resolution multi-spectral imagery with 

limited time to review and produce vast amounts of 

information. In addition, Sentinel-2 tracks thirteen separate 

electromagnetic spectrum frequencies, from a minimum of 

about 440 NM to a maximum of about 2190 NM, with a 

spatial resolution of 10, 20 and 60 m[10]. The sentinel data is 

in the form of a grid tile with a spatial resolution of 10 meters 

and 20 meters, while the Landsat imagery has a spatial 

resolution of 30 meters, which has been re-sampled to 10 

meters, making it easier to use thermal data with the sentinel 

dataset. In addition, sentinel images were also re-sampled to 

10 meters with a spatial resolution of 20 meters and processed 

in ArcGIS. The images we used have already been rectified 

and incorporated from the raw digital numbers (DNs) to the 

top of the atmosphere (TOA) using GEE radiometric 

parameters. 

.         
Figure 3. 1:  Methodology Flowchart 

IV. Methodology 

The complete workflow of this method is shown in the figure 

2. This process is made up of three steps. A collection of 

features was produced at the initial stage. These 

characteristics include spectral characteristics and texture 

characteristics extracted using ArcGIS. The spectral 

characteristics include reflectance indexes of all required 

bands, normalized indexes of vegetation variations, water 

indexes and many more. In addition, mean, variance, 

homogeneity, contrast, dissimilarity, entropy, energy, 

correlation, and angular momentum are included in the 

texture function. Along with these two characteristics, the 

surface temperature of the Earth from Landsat-8 imagery 

band-10 was included. The FME workbench of Safe Software 

was used in the second phase to convert all extracted features 

to CSV files and to merge all files for a single dataset to be 

generated. 

In the last phase, the training set was applied to three 

commonly used machine learning algorithms to classify each 

class, i.e. land, ice and glacier, and the accuracy assessment 

was carried out using the reference data to determine the 

performance of each classifier. 
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Figure 3. (a) The area of interest, from where the training and test dataset 

were extracted. (b). The reference image for the area of interest showing 

three classes: glaciers, debris-covered glacier and non-glacier areas. 

A. FEATURE EXTRACTION 

We extracted two types of features which are texture 

characteristics and spectral characteristics. The details of each 

feature is given below. 

1) TEXTURE FEATURES 

 Texture provides data on the spatial arrangement of the 

color or intensity of an image. Texture is categorized by the 

spatial level distribution that often co-occurs in a picture with 

different combinations of gray levels. Gray Degree Co-

occurrence Matrix1 (GLCM) is a technique for image 

processing. It is an estimate of how often in a picture different 

combinations of gray levels co-occur. Textural characteristics 

were extracted from the co-occurrence matrix of the gray level 

given by the moving 3 x 3 window, including mean, variance, 

homogeneity, contrast, dissimilarity, entropy, energy, 

correlation, and second angular momentum. By using SNAP 

software, we collect these textures [11]. 

2) SPECTRAL FEATURES 

The spectral features involve reflectance indexes of all 

necessary bands, normalized vegetation difference indexes, 

water indexes and barren index. The spectral features were 

extract directly from the required ten bans which include Blue, 

Green, Red, Vegetation Red Edge 1, Vegetation Red Edge 

2, Vegetation Red Edge 3, NIR, Vegetation Red Edge 4, 

Shortwave Infrared 1, Shortwave Infrared 2. Sseveral water 

indices were calculated by using these bands. the importance 

indexes are NDVI, NDSI, NDWI, NMI and NBR. We 

calculated all these indexes using the formula of each index.  

The formula of each index is given below. 

NDWI = (Green − NIR)/ (Green + NIR) 

 NDVI = (NIR − Red)/ (NIR + Red) 

NDSI = (Green − SWIR)/ (Green + SWIR) 

 NMI = (NIR − SWIR1)/ (NIR + SWIR1) 

NBR = (NIR − SWIR)/ (NIR – SWIR) 

 

A. FEATURE ANALYSIS USING MACHINE 

LEARNING 

Total 80 features were extracted which include spectral 

features (10 bands, land surface temperature, NDVI, NDSI, 

NDVI, NMI, NDWI, NBR) and texture information which 

include six features of each bands and Sar information. We 

used python to apply machine learning algorithms. Since it 

offers concise, readable code, and consists of a lot of code 

libraries for ease of use. Its syntax is simpler and easier to 

understand. Here three machine learning algorithms have been 

trained and tested on processed data, i.e. SVM, ANN and RF. 

Each classifier was independently applied to the data that 

generated a classification map for each class, i.e. Glacier 

debris-covered glacier and non-glacier area. A sample of 

dataset is given below 

CLASSIFICATION 

1). SUPPORT VECTOR MACHINE (SVM)     

 CLASSIFICATION 

 Support Vector Machine (SVM) is a supervised machine 

learning algorithm that can be used for both classification and 

regression problems [12]. However, it is mainly used for 

classification problems. In the SVM algorithm, each data 

object is plotted as a point in n-dimensional space (where n is 

the number of features, we have), with the value of each 

feature being the value of a specific coordinate. Then we 

perform classification by finding the hyper-plane which 

differentiates the classes very well. SVM's primary objective 

is to divide the datasets into classes in order to find a 

maximum marginal hyperplane (MMH) and it can be 

achieved in the following two steps. First, SVM can iteratively 

produce hyperplanes that best segregate the classes. Then the 

hyperplane that correctly divides the classes will be chosen. In 

practice, the SVM algorithm is implemented with a kernel that 

converts the input data space into the appropriate form. SVM 

uses a kernel trick technique in which the kernel takes a small 

dimensional input space and converts it into a larger 

dimensional space. In simple terms, by introducing more 

dimensions, the kernel transforms non-separable problems 

into separable problems. It makes it more effective, scalable 

and precise for SVM. 

2). RANDOM FOREST (RF) CLASSIFICATION 

 Random Forest is a popular machine learning algorithm 

which is part of a supervised learning technique [13]. It can be 

used for both classification and regression problems in ML. It 

is based on the principle of Ensemble Learning, a method of 

combining multiple classifiers to solve a complex problem 

and improve the output of the model. Random Forest is a 

classifier that contains a number of decision trees on various 

dataset subsets and uses the average to improve the predictive 

accuracy of the dataset. Instead of relying on a single decision 

tree, the random forest makes predictions from each tree based 

on the majority of predictions and predicts the final results. 

The greater number of trees in the forest leads to higher 

precision and prevents over-fitting problems. Hyper 

parameters in the random forest are either used to improve the 

predictive capacity of the model or to speed up the model. We 

used some essential hyper parameters to improve predictive 

capacity. Firstly, there is the hyper parameter of the n 

estimators, which is just the number of trees the algorithm 

produces before the maximum vote is taken or the average 

forecast is taken. Another essential hyper parameter is max 

features, which is the maximum number of random forest 

features considered to be a node split. The last major hyper 
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parameter is min sample leaf. This specifies the minimum 

number of leaves required to divide the internal node. 

3). ARTIFICIAL NEURAL NETWORK (ANN)  

 CLASSIFICATION 

 An artificial neural network is a network of basic 

components called neurons that receive input, alter their input, 

and modify their components, internal state (activation) by 

that input, and generate output by input and activation [14]. 

By connecting the output of some neurons to the input of other 

neurons, the network is guided and directed Graph. ANNs are 

non-linear statistical models that demonstrate a complex 

relation between inputs and outputs in order to explore a new 

pattern. The computational complexity of ANN training is 

comparatively higher, but it can learn to classify complex 

nonlinearly separable data with high accuracy. Some 

parameters, such as the number of hidden layers and the 

number of neurons in each layer, must be defined during the 

ANN design and training. These features can change after the 

individual application. There is no general and transparent 

method for selecting these parameters. It uses almost a trial 

and error approach, but takes more computing time and is not 

an efficient measure. It is therefore necessary to suggest an 

approach in order to find an optimal combination of 

parameters that will influence the efficiency of the ANN 

V. EXPERIMENTAL RESULTS 

 The classification of glacier, debris covered glaciers 

and non-glaciated areas  through machine learning 

algorithms was carried out. Moreover, the performance of 

machine learning algorithms was examined on the same 

dataset and investigated the accuracy of each classifier. 

Supervised learning models need well labeled input data to 

be trained on it and give expected output. Training is the 

backbone of supervised learning. During its training process, 

the system is fed with vast quantities of data, which informs 

the system what output should be obtained from each 

particular input value. To check the outcome of the training 

and calculate the accuracy, the trained model is then 

presented with test data. Moreover, supervised learning 

depends on many parameters and the parameter selection is 

the most crucial stage. Therefore, we manually select training 

samples for each class of interest and employed grid search 

technique for finding optimal parameters to each class of 

interest which were used in data training and testing  for 

each class. The following section will describe the 

implementation details. 

B.  TRAINING SAMPLE SELECTION 

 While supervised learning required labeled training 

sample for each class of interest. Therefore, we have 

collected training samples for each class i.e. glacier, debris 

covered glacier and non-glaciated area. In total we collected 

22,75450 pixel points, of which 273052 points were labeled 

as debris covered glacier, 953823 as glacier and 1048575 as 

non-glaciated areas. Furthermore, the collected dataset was 

split into training set (70%) and testing set (30%). As a whole 

1592815 pixels were used for training set and 682635 pixels 

were used as testing set respectively. Training samples were 

collected using stratified sampling, whereby the samples 

were widely distributed across the entire field of study and 

reflected, without prejudice, each class of interest. 

C.   MODEL OPTIMIZATION AND TUNING 

 Optimization or tuning of the model in machine 

learning is the most critical step in improving accuracy. For 

the best tuning parameter values, the analysis can be carried 

out in many ways, but most fall into two key categories: those  

Figure 4. Labelling of three classes. 

that predefine which values to measure and those that 

incrementally determine the values. We used identify the best 

combination of parameter values for the model. The sklearn 

library offers a method that allows us to define a set of 

possible values that we want to try on the data for the given 

model and trains on the data and identifies from a 

combination of parameter values the best estimator [15]. For 

the development and implementation of models for all three 

ML algorithms, we used k-fold cross-validation (SVM, 

ANN, RF). Optimal values for parameters were obtained by 

cross validation in the original training data collection. 

Finally, the set of parameters for which the model produced 

optimal results was selected for model evaluation. Basic 

Parameter Information for each classifier tuning using grid-

search is described underneath. 

1). SVM MODEL PARAMETER SELECTION 

 To apply SVM meritoriously and accurately we 

used RBF (radial basis function) kernel which is most popular 

and commonly used in SVM. The RBF kernel is a function 

whose value depends on the distance from the source or the 

point from which it originates.it used the following format for 

two data points Xi and Xj: K (xi, xj) = exp (-γ || xi - xj||2) 

where γ is gamma, which represents the width of the kernel, 

as this value of the gamma increases, the model results in 

overfitting and if the value of the gamma decreases, the 

model gets under fits. Another vital parameter of the RBF 

kernel is cost C, which is used to standardize error of 

misclassification and γ. The C parameter trades against 

optimizing the margin of decision-making from the correct 

classification of training examples. A smaller margin for 

higher C values would be accepted if the decision making 

feature were easier to correctly identify all training points. At 

the expense of training precision, a lower C will encourage a 

greater margin, hence a simpler decision making feature. In 

other words, "C" is the regularization parameter in the SVM. 

Using k-folds to choose the best values for C and γ Cross-

validation (CV) data is divided into k subsets (k=10). One 

subset is used to evaluate data while remaining k-1 training 

subsets are used for training purposes. 

2). ANN Model PARAMETER SELECTION 

 Although the ANN classifier has a relatively higher 

number of classifiers, we have chosen to fine-tune only the 
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momentum and learning rate. Other parameters have been set 

to the immovable value. As the number of iterations=1000, 

as activation, sigmoid as activation function, and 

scientifically calculated the number of hidden iterations. The 

neurons must be 200 in the secret layer. The rate of learning 

was Checked between 0.001 and 0.5 while the 25 momentum 

is between 0 and 0.9. The values that provided maximum 

accuracy were 0.1 and 0.8 correspondingly for learning rate 

and momentum.                                    

3). RF MODEL PARAMETER SELECTION 

 There is the hyper parameter of the n estimators in 

RF, which is just the amount of trees generated by the 

algorithm before taking the maximum vote or taking the 

average forecast. Max features, which is the maximum 

number of random forest features deemed to be a node split, 

is another critical hyper parameter. Min sample leaf is the last 

major hyper parameter. This specifies the minimum number 

of leaves required for the internal node to be broken. To boost 

the speed of the model, we have the following parameters. 

The hyper parameter for N jobs informs the engine how many 

processors it can use. When it has a value of one, only one 

processor can be used. To say that there is no boundary, we 

used the value of '-1'. The hyper parameter of the random state 

renders the model output repeatable. 

D. CLASSIFICATION RESULTS AND POST 

 PROCESSING 

 The same collection of features was extracted from 

the test data after selecting the best parameters and training 

the models and fed into the classifiers being trained. The 

classifier created a classification map for one of the three 

classes by assigning the classifier, with pixels defining a 

class. In the background class, the unclassified pixels were 

allocated. For better interpretation, the findings obtained 

were labeled with distinct color as shown in Figure.4. 

 

 

 E.  ACCURACY ASSESSMENT 

In this section the efficiency of the proposed method has been 

evaluated in form of Total Accuracy (OA), Precision (P), 

Recall (R) and f1-score for delineation of glacier, debris 

covered glacier and non-glaciated area. A comparison 

between the results obtained and the reference data was 

conducted to determine the classification accuracy. 2275450 

were the total pixels chosen for the accuracy evaluation. By 

delineating the study area of the three groups, the reference 

data for the selected area was prepared manually. The 

classification accuracy obtained from the three selected 

supervised machine learning algorithm is summarized in 

Table 4 and fig 5.  

 

 
                           Fig 5. Classification results. 

 

Fig 6. Accuracy of classifiers. 
 

Table 4. Accuracy assessment of three algorithms for classification 
of glacier, debris-covered glacier and land 

     

Cover-type       Classifier   Precision    Recall f1_score           Accuracy 

Debris-Covered glacier RF    97.00          99.00                   97.00 

Glacier                            RF      97.00         99.00                97.00 

Land                              RF       96.00          97.00                97.00 

 

Debris Covered glacier   ANN   94.00         93.00                  92.00 

Glacier                              ANN    90.00        94.00                92.00 

Land                                   ANN   93.00       89.00                 92.00 

 

Debris Covered glacier    SVM    91.00      90.00                    88.00 

Glacier                           SVM    89.00      91.00                      88.00        

Land                               SVM    87.00      88.00                      88.00 
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Fig 6. Classification of each classifier. 

For each classifier, the table and graphs illustrate good 

results. For RF, ANN and SVM classifiers, the f1-score for 

the glacier class is 97, 92% and 90%. Likewise, 98%, 94% 

and 91% were created for the debris-covered glacier class by 

the same classifiers. Additionally, the classification accuracy 

for the non-glacier region class was 96%, 91% and 86% 

respectively. In fact, all three classifiers created good 

classification accuracy, but for all three classes, RF provided 

the highest classification accuracy compared to SVM and 

ANN. While the least classification accuracy was provided 

by SVM. Due to the fact that they have high spectral 

similarities between them, there were more miscellaneous 

classifications for SVM and ANN classifiers, especially for 

the class of non-glaciated and debris covered glacier. Figures 

also show that the findings of the classification for all three 

classifications showed good consistency across the entire 

region of the analysis. although, there were some confusion 

in some areas between non-glaciers and glaciers with debris. 

Due to spectral similarity, the distinction between the two 

groups can be very difficult to find. Also, due to clouds in the 

photos in some areas, there were some factual inaccuracies. 

Although we chose the image with minimal cloud effect, 

several misclassifications resulted. 

VI. Conclusions 

The primary objective of this research was to analyze the 

significance of machine learning algorithms using remote 

sensing data to detect glacier and glacier-covered debris and 

non-glaciated areas. We have used publicly available multi-

temporal sentinel 2 data for this purpose. Shisper (Hunza 

Basin) was chosen as a research area located in northern 

Pakistan. This research was done using three of the most 

commonly used machine learning algorithms to achieve our 

goal, i.e. SVM, ANN, RF. Furthermore, three interest 

categories were defined: glacier, debris covered by glaciers 

and non-glaciated areas. For training purposes, the whole 

study area was used to collect samples and then a collection 

of spectral and texture characteristics was obtained. All the 

features were grouped together and individually fed into each 

classifier in order to classify. For the three classes of interest, 

classifiers then generate classification outcomes. Moreover, 

for validation purposes, the results of the classification have 

been compared with the referenced data. The results show, 

after the validation process, that RF is relatively more precise 

than SVM and ANN. Compared to the reference data, the 

experimental results were more accurate. When manually 

classifying debris filled glacier and ground, some problems 

were seen because they looked identical with bare eyes. 

Finally, we conclude that the three SVM, ANN, and RF ML 

models are effective in mapping glacier-covered debris and 

glacier on remote sensing data that other methods have not 

accurately mapped. However, as they enhance the 

performance analysis of geospatial data in a more precise 

way, ML algorithms are regarded as core modules in the GIS 

and RS disciplines. In the identification of water sources and 

glacier inventory details, our highly detailed classification 

method will help. We would like to integrate this 

methodology into the region's seasonal imagery in the future 

and recognize improvements that have taken place year after 

year. So, we can foresee the glacier's future and take 

precautions for the time being. 
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Abstract— Mass movements such as landslides are a crucial 

natural hazard in mountainous regions all over the world. One of 

the most vulnerable areas of Pakistan to landslide accidents is 

Gilgit-Baltistan. The great variability of domestic geological 

factors combined with the difficulties of precipitation forecasting 

and the level of events associated with the earthquake, the need for 

organized procedures and techniques for measuring and 

forecasting the danger and the harmful effect of slop failures. In 

this paper we use numerous machine and deep learning-based 

approaches for the classification of land sliding hazard assessment 

on KKH (Karakorum Highway). Four machines learning and 

deep learning algorithms, including SVM (support vector 

machine), (RF) random forest, Decision Tree and CNN 

(convolutional neural network), are utilized and evaluated on each 

database. By using machine learning and deep learning 

approaches, the proposed landslide identification method shows 

outstanding robustness and great potential in addressing the 

landslide classification problem. Our experimental results 

demonstrated that RF might perform better significantly in this 

case.  

Keywords—Landside classification, Machine learning, Deep 

learning, CNN, SVM, Decision Tree and RF 

I. INTRODUCTION  

Landslides identification plays a significant role in 

landslide risk assessment and management. Landslides are 

one of the hilly and mountainous regions with the most 

widespread and common natural hazards. Where loss of life, 

collateral destruction, and significant damage to the 

community and road and highway foundations can be caused. 

In Karakoram Mountains eight numerous kinds of mass 

movements have been recognized, avalanche, rock falls, 

debris flow, rockslides, rotational slip, flow slides, slumps and 

creep [1]. 

Some of the prior studies [2], [3], [4], [5] have been carried 

out and tried to addressed the problem of landslide 

classifications in different regions of Gilgit Baltistan by using 

traditional approaches. After numerous successful and 

approved studies there are still many of practical applications 

and opportunities ahead that need to study further for real 

world applications using deep learning-based techniques. 

Moreover, no such study has been carried out in the region 

using such advance machine learning and deep learning-based 

approaches. 

Machine learning and deep learning approaches have been 

proved to be a powerful and promising tool in many 

geotechnical applications [10], [11] as well as in landslide 

classification. In 2012 Moosavi et al. [6] compared ANN, 

SVM with object-oriented techniques in creating landslide 

inventories. Later on, Van Den Eeckhaut et al. [7] utilized data 

segmentation and SVM to classify forest landslides with DMT 

derivatives. Li et al. [8] used SVM and random forests (RF) to 

identify forested landslides in the TG (Three Gorges) area of 

China including DTM derivatives based on object-oriented 

methods. In 2016, Ding at al. developed an automatic 

landslides recognition technique using CNN and texture 

change detection using pre- and post-landslides optical 

images. Recently in 2019 Ghorbanzadeh et al [9]. analyzed the 

performance of ANN, SVM and CNN in detection landslide 

areas in with optical images and DTM derivatives. After all 

this many challenges still not address very well concerning the 

application of machine learning and deep learning towards 

landslide identification and classification. This study is step 

forward in this direction and in this study, we adopted machine 

learning and deep learning approaches for land sliding 

classification.   

II. STUDY AREA  

The Gilgit District is located in Pakistan between 660 45 

E to 660 12 E and 380 45 N to 380 60 N. I was planning to 

carried out this research for the KKH (Karakorum Highway)  

now CPEC ( China Pakistan Economic Corridor ) district with 

an area of around 60 km2 in the Nager division of the Gilgit 

province. It consists of large alpine glaciers and fresh water, 

fed by high mountains glaciers. Landslides, earthquakes and 

floods are not uncommon in the region, frequently damaging 

parts of the highway. 

Fig. 1 Location map of the study area 

III. METHODOLOGY  

Google Earth Engine, ArcGIS 10.3.1, FME Workbench 

2020.1, Anaconda Navigator, Jupiter Notebook, Spider, 

Google Co laboratories, Microsoft Excel 2016 and Mendeley 

1.19.4 are the applications used for this analysis. GEE is used 

for data collection for a desired clip. In ArcGIS 10.3.1, to 

identify the study area, the downloaded DEM was processed. 
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Slop, Aspect, Geology, Road, Streams, Land Cover, Faults 

and Precipitation are the meanings of the study area. This 

instrument is also used to construct maps of the research area 

and CSV archives. In addition, Python is used for inserting, 

combining and tagging. Finally, in the whole work, 

referencing was provided using Mendeley. Figure 1 shows the 

overall Methodology flowchart. 

A. Clipping Data 

    The primary move in the analysis was to clip the desired 

data that lies geographically between 35o76'977"N latitude 

and 74o57'402" E longitudes and runs through Jutal, 

Rahimbad, finishing at the top of  Khunjarab. In Google Earth 

Engine (GEE), this move was easily carried out by writing 

simple python script and vector data. E.g., Var clip = function 

(img_1) {return img. Clip (export_geometry);}; 

In analysis work, it is important to clip the field of concern 

without missing the key data because it needs less data 

processing time. In other words, the retrieval of Unclipped 

information requires a great deal of time and is done at an 

impossible Pace. 

B. Topographic factor 

     Topological factors include slope and aspect. The slope 

angle is considered the main parameter of the slope stability. 

Aspect related parameters such as exposure to sunlight, winds 

(dry or wet), rainfall (degree of saturation), soil moisture and 

discontinuities may control the occurrence of landslides. 

C. Anthropological factor 

     Anthropological factors considered in this study area are 

land use and distance to roads. A land cover map was 

developed from the Sentinel 2 image through supervised 

classification. 

D. Geological factor   

     Considered for this study include geology and proximity to 

faults. Geology plays an important role in landslide 

susceptibility studies because different geological units have 

different susceptibilities to activate geomorphologic processes 

e.g., Alluvium, Paleozoic Rock, Early Mesozoic & Late 

Paleozoic rocks, Permian Rocks. 

E. Machine learning classifiers 

     The next move after data preprocessing was to implement 

classifiers for machine learning on processed data. Python was 

used for this point, which can be easily trained and produced 

using processed data to create the ML model. The algorithms 

tested were Random Forest (RF), Decision Tree, 

Convolutional Neural Network, and Algorithm SVM. Along 

with their experimental findings, Section IV has explained 

certain algorithms. 

F. Designing graph   

     Chart architecture has been carried out in Python, ArcGIS 

and Excel which is one of the best for graph analysis. In a more 

effective, readable and engaging manner, graphs display the 

effect of land sliding and non-land sliding behavior. 

 

III. EXPERIMENTS AND ANALYSIS  

    We have evaluated the machine learning and deep learning 

algorithms performance on dataset. First, we will discuss the 

experimental setup and describe the datasets used in our 

experiments. Then we report the findings of our study. 

A. Experimental Setup  

      We have conducted extensive experiments using Keras, 

TensorFlow backend in python with necessary modifications. 

We have conducted all our experiments on CPU platform. The 

algorithms were developed on Python 3, OpenCV to 

implement our solution. First, we imported all necessary 

Keras libraries and open sources such as broken. 

B.   Datasets  

   The inventory of landslides is created by visual analysis of 

Sentinel 2 images, which have been counter-verified in 

Google earth maps and calibrated accordingly for field data 

and boundaries.  

         TABLE.1 DATA SOURCE AND DESCRIPTION 
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Fig.2 Flowchart of the methodology adopted for the study  

                                                                                                                               

A.   Random Forest  

       It is a supervised algorithm for machine learning that can 

be used for regression and classification tasks. In this analysis, 

80% of training samples and 30 percent for testing were 

randomly chosen by the algorithm to train the RF model. As 

preparation, these two classes are considered. The system used 

the number of decision trees for this form of classification 

with regard to random bootstrap datasets to construct the RF.  

 Each tree creates predications, but with the aid of majority 

voting, the classifier. extracts the best predictions from them 

and generates final strong results. According to this RF 

classifier operating mechanism, our device results in a 

processing time of 2200 seconds. Finally, for two separate 

classes of the region chosen, 96 percent classification 

accuracy was achieved 

B. SVM (Support Vector Machine)  

The machine learning algorithm used for the problem 

of classification or regression is supervised. The optimum 

boundary between potential outputs is found. It is possible to 

extend them to linear and non-linear problems. They were the 

best General algorithm for machine learning until 2006. 

C.Decision Tree Classifier  

 One of the simplest and most common classification 

algorithms to recognize and analyze is the Decision Tree. The 

Decision Tree belongs to the group of algorithms for 

supervised learning. The decision tree algorithm can also be 

used for solving regression and classification problems, as 

opposed to other supervised learning algorithms. The purpose 

of using a decision tree is to build a training model that can be 

used by studying basic decision rules obtained from previous 

data to predict the class or meaning of the goal variable. 

Decision Trees, beginning from the root of the tree to predict 

a class mark for a record. We compare the values of a root 

attribute with the attributes of the record. We obey the branch 

corresponding to that value on the basis of similarity and leap 

to the next node. 

D. CNN (Convolutional Neural Network)  

 One of the most convenient layers is specifically for image 
recognition, labeling, and segmentation. For either 2D or 3D 
data collection, CNN may be added. CNN has three types of 
layers. Pooling Layer, Convolutional Layer and totally 
attached layer. 

   TABLE 2: CLASSIFICATION RESULTS OF 
CLASSIFIERS

S.NO Classifier Accuracy (%) Completion time 

(seconds) 

1. Random Forest 96% 2200 sec 

2. SVM 95% 2000 sec 

3. Decision Tree 68% 2100 sec 

4. CNN 77% 1900 sec 
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a. Simulation Results and analysis 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE 3: RESULTS OF CLASSFIERS 

 

IV. CONCLUSION  

In this research landslide susceptibility 
mapping was regarded as a classification task in the input 
space of DEM, geological, anthological and topological and 
hydrological derived attributes. Pixels (30 m resolution) 
were classified into two categories: landsliding area and non 
landsliding area. Four different Machine learning 
techniques which learn from expertly labeled data were 
compared: support vector machine, Random Forest, 
Decision Tree, Convolutional neural Network. For training 
(70%) and testing (30%). The result of given classifier in 
95%,96%,68% and 77%. Random forest classifier performs 
well as compare to all other classifier in this dataset.  

S.NO Classifier Accuracy (%) 

1. Random Forest 96% 

2. SVM 95% 

3. Decision Tree 68% 

4. CNN 77% 
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Abstract—This article  presents a new model for i n do or 

positioning using small ce ll. The proposed model was tested 

using both simulations and real -life  scenarios. A high 

accuracy was observe d using the new model, with a 

reported improvement of 8% and 12% from th e  pre vi o us  

model in simulations and real-life t es ts , re s pect ivel y.  In  

addition, the model was further tested using a blind 

scenario, which resulted in an overall success rate  o f  9 2 %.  

The study further highlights issues an d ch a lleng es fa ce d 

while  characterizing the tracking in such indoor structures,  

thus providing the way towards novel research.  

Keywords—Femtocells; Indoor localization ; Lo ca t i o n 

based services; Message queue telemetry transport protocol; 

Small cells 

I.  INTRODUCTION  

With the vast deployment of mobile wireless systems  
and small cell networks, the location based services 

(LBS’s) are getting more popular and can be used with 
wireless devices, including smart phones. The LBS at 
outdoor locations typically use Global Positioning 

System (GPS) services to track a person’s location s ince 
there is a clear line of sight and it’s simple. However, 

these techniques cannot be used directly in indoor 
environments due to limited or a lake of a clear line of 
sight. Another reason is that most of the time GPS signals 

either cannot be received in indoor locations or the 
signals are too weak to be used for identification or to 
estimate position. 

 
There are several well-known techniques used in  the 

area of indoor localization. Among them, Time of Arrival 
(ToA) [5] and Time Difference of Arrival (TDoA) are the 
two most popular techniques for position estimation. 
These techniques require extra setup and configuration to 
provide valid measurements. Thus, received signal 
Strength Indication (RSSI) based localization is the most  
reliable technique used for indoor localization. In this 
technique, the RSSI readings can be collected from any  
Access Point (AP) covering the region where position 
need to be estimated.  

Femtocells are indoor low power Access Point (AP’s) 
which provide coverage through an Asymmetric Dig ital 
Subscriber Line (ADSL). There are several types of 
femtocells available in the market which can help the 

communication operators to provide service inside the 
structures. Since femtocells can be considered as low 
power indoor base stations , their coverage faces high 
interference from other communication devices around 
especially by Macro cells [1]. Different mitigation 
techniques are often used to avoid or limit  in terference 
from nearby devices. Being the only base stations 
available for indoor structures they can be used to localize 
the structures [4]. RSSI can be used [12] for localizat ion  
of the building. Finger printing [2-3] is one of the most 
common methods used in the research. There are two 
phases of finger printing techniques: online and offline; 
both phases are discussed in detail in [16].  

Considering that normal distribution [7-11] is the bes t 
statistical technique to get the probabilities of continuous 
values between any two real numbers. We normalized 
[13] our data to compare it with the standard Probability  
Density Function (PDF) of Normal distribution. The 
simulation is performed in MATLAB to get the Mean 
Square Error (MSE) [14]. To find the location of a person  
in a specific zone we used MLE [15]. The simulation was 
carried out in Matrix Laboratory (MATLAB) and two 
tests were performed. In the first test, the simulation 
generates random samples as an input, and the results 
were automatically compared to our database. The second 
test was performed for a real scenario where we had a 
walk with-in the structure, total 100 samples were 
collected, and the model was applied to the samples to 
find the location. Which results in 80% of the success rate.  

This paper is presenting a system to outperform the 
efficiency of the system presented in [16]. Here we are 
presenting a novel method improving the efficiency of our 
previous model using MATLAB simulation and real-life 
scenarios. It is shown that the simulation results were 
improved by 8% and the real-life test results were 
improved by 12%, compared to [16]. 

II. FLOOR PLAN AND LOCATOR CLIENT APP  

To localize an indoor structure, it is important to  firs t  
come up with the floor plan with exact measurements. In  

our case, the floor plan used for this research is shown in  
Fig. 1. This floor plan is divided into three zones, 
including two small zones and one larger zone. The 

measurements of each zone were carefully taken as 
mentioned in Fig. 1. The Femtocell Access Poin t  (FA P) 
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was optimized according to the plan so that it can  cover 
all the plan using minimum power. If the FAP is on  fu ll-
power, there is a considerable chance of interference 

from the nearby base stations. It is good practice to 
optimize the FAP power according to the requirements in 
order to avoid interference mitigation. Finger printing [6] 

technique was used to localize the plan after putt ing  the 
grid on the plan [16]. There are two phases of the finger 

printing techniques, including offline and online phases, 
which are both explained in [16].  

 

 
Fig. 1. Floor Plan 
 

      A new application was designed to track the RSSI 
values of the User Equipment (UE). The setup is 

configured such that whenever there is a change in  RSSI 
values, it will automatically update the server. A high-
end server needs to be configured in order to successfully 

transfer the messages through the network without  any 
delay. The RSSI values are sent to the remote s erver by 

using JMS (Java Messaging Service)/MQTT server. First, 
an MQTT client is configured called publisher; after 
which it will publish the received RSSI values. Next, the  

server side is configured in a remote server, called 
subscriber, to get the incoming RSSI values in real t ime. 
The server was on open access so that the server can be 

easily connected from any remote area through the 
internet. RSSI values are gathered through an application 
installed in an android phone. The RSSI values are 

collected through the Android Telephony Service (ATS). 
The application can work with any android  phone with  

little configuration. In order to send RSSI values fo r the 
phone to the server, a small process of au thorizat ion  is  
done. The MQTT allow clients to connect with MQTT 

and transmit data using a user name and password.  
 
     After configuration of the code in JAVA, in its in it ial 

configuration, it shows the device Identification (ID) 
number, software version and the operato r as s hown in  

Fig. 2. After finishing the entire configuration, the s etup 
is ready to be tested using a dedicated PC. Since the 
server is in open access, the PC can be configured at any 

location, as long as it can access the internet. A test is 

performed to check the reliability of the setup, 
application and server side. The Fig. 2 is showing the real 
time RSSI values collected through the MQTT server. 

The figure shows that in some cases more than one RSSI 
value is collected in a second. This indicates that the 
configuration is not set for any specific duration, but 

instead, it is set to report any change in RSSI values that  
occurs. 

 

 
Fig. 2. Locator Application 

 

III. PROPOSED METHOD 

A novel method is used to track the foot prints of a 
person in real time. Some assumptions were made for the 
Algorithm. Every possible movement of a person at  any 

direction is calculated by developing number of 
sequences.  

 

The plan was divided into small clusters by applying a 
grid to the complete floor plan [16]. In order to track the 

position, we assumed that the initial location must be 
known. Once the initial location is identified, there are 
four possibilities of movement in four different 

directions. To develop the sequence, it  is  neces sary  to  
wait for four readings from the system. It can also be 
considered as four steps taken in any direction within the 

plan under the FAP coverage area. The reason fo r us ing 
four readings is to avoid overlapping between the 

sequences as with three number sequences there is 
overlapping between zone 2 and zone 3 which  will lead  
to failure.  

 
Fig. 3. Possible Directions of Movement 

     Fig. 3 shows all the possible directions from a 
specific cluster having an RSSI value of -91 dBm. More 
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than 1100 sequences were developed and fed into the 
system for future comparison with real-life tests and 
randomly generated sequences using MATLAB. A 

sample four number sequence is as follows 
 

 
 

     Proposed method used in the simulations first with 
reasonable improved success rate. This technique 

improved the success rate by 8% as shown in Fig. 4. The 
bars in the figure represent the success rate and the line in 
the figure represent the failure rate of simulation. 

 

 
Fig. 4. Success and Failure Rate Using Proposed Method 

IV. BLIND TESTING 

To check the accuracy of the proposed model a b lind  
test was performed in a different structure having 
different conditions by increasing the number of FA P’s . 

This blind testing is regarding the deployment of 
femtocell network in a convention center, 52m in leng th  
and 34m wide. In total six Femtocells are deployed to 

cover six distinct locations of the plan.  
 

 
Fig. 5. Success and Failure Rate of Blind Testing 
 

To make successful re-selections from FAP to FAP, 

re-selection points are optimized. The task is to correct ly 
identify the location even between multiple FAP’s . A 
child access terminal was used as a devise to be t racked 

by the system. For demonstration purposes, referee 
having Child access terminal start moving in the network, 
and the location is detected with a success rate of 92% as  

shown in Fig. 5. Final results are shown in Tab le  I. The 
reason we are observing slightly better results for our 
blind test as compared to our prosed model is because for 

the blind test we only collect 100 samples plus the 
number of FAP’s were increased to check the model fo r 
multiple FAP’s. 

 
Table I. Results Comparisons. 

 Scenarios Success Rates Failure Rates 

Blind Decision 33% 67% 

RF MAP 67% 33% 

MLE 84% 16% 

Proposed Method 90% 10% 

Blind Testing 92% 8% 

 

V. CONCLUSION 

This paper presents a new model for indoor 
localization by presenting improved success rates as 
compared to the previous method. The s uccess rates 

were improved by 8% in the simulation scenario where 
we run the simulation for a million times. Blind testing 

was performed to check the accuracy of our proposed 
method and one hundred samples were collected from 
the area under coverage. It is shown that the success 

rates in the real scenarios were improved by 12% 
under blind testing, further proving the accuracy of the 
proposed method.  
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Abstract—Turkish music pieces are represented by different 

kinds of makams. These makams have a strong history since 

they exist for millenniums.  Music pieces are mostly used for the 

education of musicians. There are more than 500 makams in 

Turkish music. Although there are several studies which 

implement music makam recognition, they use the traditional 

machine learning classification methods and mostly the note 

decomposition prior to classification. In this study, we propose 

the first work which uses the music sound directly with a CNN 

network. Therefore, this study can be implemented in real-time 

and can recognize the makam only by listening to the raw music. 

In this work, 89.7% overall classification accuracy is achieved 

for 8 different music makams. 

Keywords—Music note, artificial intelligence, music makam, 

musicians 

I. INTRODUCTION 

The developments in communication technologies has 
enabled people to record and share musical data in digital 
environments. In Western music, there are many tools for 
converting musical data to digital forms [1, 2]. However, the 
digitization studies for Turkish music is mostly limited to 
scanning the note papers and saving them as .pdf or image 
formats. Today, for representation of musical melodies, the 
mostly used file format is MusicXML. This format is used for 
transferring musical data into digital form and transmitting it 
over the world [3, 4]. The study in [5] introduces a system 
which queries information on a MusicXML database. The 
study in [6] introduces a corpus for Turkish music as a part of 
CompMusic project. This study is very important in terms of 
creating a reachable digital platform which includes 6000 
audio recordings and important information about them such 
as information about recordings, makams, scores, artists, 
compositions and the interrelations between them. 

II. RELATED WORK 

Each makam has its own characteristics like the tonics, 
sequence of notes, and decision tone. Therefore, classification 
of melodies with respect to their makams is a very challenging 
issue for machine learning studies. [7] is the first study which 
classifies Turkish music melodies according to their makams. 
The study in [8] uses frequency histograms of notes in order 
to detect the music tone automatically. The study in [9] 
estimates the makams by detecting the tonics. It uses about 
260 recordings and reports 94.9% accuracy for tonic 
classification. The study in [10] creates an open-source 
toolbox called Morty for mode recognition and tonic 
identification. The scientists report 95.8%, 71.8% and 63.6% 
accuracy in tonic identification, mode recognition and joint 
mode and tonic estimation tasks, respectively. 

The study in [11] is a base study which recognize the 
makam by applying N-gram based statistical analysis to 847 
melodies composed of 13 different makams. The 

classification accuracy on makam recognition is reported as 
86% - 88%. Similar to Turkish makam recognition, [12] 
employs Dastgah recognition and [13] implements Dastgah 
classification. The study in [14] reaches 89.7% classification 
accuracy for 10 different Turkish makams: Hicaz, Nihavend, 
Hüzzam, Rast, Kürdilihicazkar, Uşşak, Hüseyni, Mahur, 
Muhayyerkürdi and Hicazkar by using MusicXML format and 
Random Forest classification algorithm. 

The study in [15] increases the number of makams to 12 
and applies 10 different machine learning algorithms in order 
to classify the makams. It achieves different accuracies with 
respect to the used machine learning algorithm. In average, the 
success rate changes from 82.18 to 88.12. In terms of makams, 
according to F-measure data, Hicaz is the one with the 
maximum success with 99.35%. The other most successful 
makams are: Rast with 97.37%, Nihavend with 98.40%, 
Kürdilihicazkar with 98.60% and Saba with 97.89%. The 
authors also report that they have problem with classification 
the makams: Beyati, Hüseyni, Muhayyer and Uşşak makams 
since they have the same emphasized notes (A) and very 
similar makam scales. 

The study in [16] combines neural networks and achieves 
95.83% classification accuracy on 9 makams. In [17], authors 
use probabilistic neural network and handles 89.40 accuracy. 
The study in [18] performs a learning approach by using DBN 
(Deep Belief Networks) and achieves 93.1% accuracy for 7 
different makams. They use the first 20 seconds of each 
melody and divide each sample into 20ms pieces and extracts 
MFCC (Mel Frequency Cepstral Coefficients) to use in 
classification. Different from the general approach of using 
the symbolic music data, the authors use the commercial 
music sounds directly. 

Using the symbolic data requires a pre-estimation of 
symbolic sequence of music melodies prior to the 
classification. Similarly, detecting the makams by using the 
tonics or the decision note is not enough for classification of 
music pieces, since different makams can have the same tonics 
and/or the decision note. By considering these points and 
getting use of recommendations of professional musicians, in 
this work, like [18] we use the music data directly which is 
downloaded from the website [19] and we use the state-of-the-
art classification method: CNN (Convolutional Neural 
Networks) in order to recognize the makams of musical 
pieces.   

III. DATASET 

A. Creation of the Dataset 

There is much music source today on internet. Thus, one 
of the most open data sources could be music data. In this 
study, we have downloaded music data from the website [19]. 
Since it groups the music pieces by their makams, it is very 
useful for these kinds of studies. This study focuses on 10 
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different makams: ussak, hicaz, rast, nihavent, segah, saba, 
huzzam, kurdi, mahur and hicazkar. In order to create a 
dataset, 100 music pieces from each makam is downloaded.   

B. Preprocessing of Data 

Each musical piece was split into 15 sec. portions. The 
reason of choosing the segmentation window length as 15s is 
that with the recommendation of professional musicians, we 
consider that the makam characteristic and note sequence can 
be understood in 15s. Normally, sometimes, for the exact 
understanding of the makam of any music piece, 15s may not 
be enough also. Because any piece may start on some makams 
but at the last part it may evolve to any other makam. 
Therefore, in these kinds of cases, musicians decide that this 
piece belongs to the last makam instead of its starting makam. 
Of course, this is a very detail information however what 
should be known is that music makam detection is a very 
complex issue. The number of segments belong to each 
makam is given in Table 1. 

TABLE I.  NUMBER OF 15S SEGMENTS WITH RESPECT TO MAKAMS 

Makam Number of Segments 

Hicaz  2195 

Nihavent 1575 

Ussak  1838 

Saba 765 

Rast 1934 

Segah 1610 

Huzzam 2128 

Kurdilihicazkar 1950 

Mahur 2900 

Hicazkar 2756 

IV. PROPOSED METHOD 

In order to remove the effect of different levels of sounds, 
each 15s data is first normalized. Each normalized 15s piece 
are windowed by a window size 25ms with 10ms overlapping. 
For each window, MFCC (Mel-Frequency Cepstral 
Coefficients) [20] are extracted. As a result, the dimension of 
the data, also the input data to the network,  for each makam 
is prepared as (𝑛, 1499,13) where 13 shows the number of 
MFCC coefficients, 1499 is the number of windows and 𝑛 is 
the number of 15s. samples which can be different for 
different makams. 

In this study, we propose a 1D CNN structure. Since we 
extract the MFCC coefficients of each music segment, we 
prefer not to use very deep network or adopt any pretrained 
models to this problem. We use serial VGG-blocks [21], batch 
normalization, dropout and dense layers in our network. The 
structure of a VGG-block is given in Fig. 1.  

In this study 3 convolutional layers with (64, 128 and 32) 
number of filters and max pooling layer with pool size 2 are 
used to form one VGG block. Following each VGG block a 
batch normalization layer is used. Totally 7 VGG blocks are 
used with batch normalization layers. Following 7 VGG 
blocks, dropout layer is used to sort the overfitting problem 
and Dense layers are used to increase the adoptability. The big 
picture of network structure is given in Table 2. 

Number of convolutional layers is very important in terms 
of increasing the accuracy, in addition we discovered that the 

Dropout Layer is very effective on producing high 
classification accuracy. 

 

Fig.  1. VGG block structure 

The CNN network is designed by using Python- 
TensorFlow framework with GPU. To train the network, 70% 
of music segments are used following a shuffling operation. 
To test the trained network, we used the left 30% of music 
segments. Training process is shown in Fig. 2. Since the 
accuracy improvement stops at epoch 246, we show the 
training graph up to 246.epoch.  

 

Fig.  2. Training Process of CNN 

TABLE II.  LAYER DESCRIPTION OF PROPOSED NETWORK 

Layer (type)   Output Shape 

VGG-block-1 (None, 746, 32) 

batch_normalization (None, 746, 32) 

VGG-block-2 (None, 370, 32) 

batch_normalization (None, 370, 32) 

VGG-block-3 (None, 182, 32) 

batch_normalization (None, 182, 32) 

VGG-block-4 (None, 88, 32) 

batch_normalization (None, 88, 32) 

VGG-block-5 (None, 41, 32) 

batch_normalization (None, 41, 32) 

VGG-block-6 (None, 17, 32) 

batch_normalization (None, 17, 32) 

VGG-block-7 (None, 5, 32) 

batch_normalization (None, 5, 32) 

Dropout (None, 5, 32) 

Flatten (None, 160) 

Dense (None, 128) 

Dense (None, 128) 

Dense (None, 128) 

Dense (None, 8) 
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The training parameters of proposed CNN is given in Table 

3. 

TABLE III.  TRAINING PARAMETERS OF CNN 

Parameter Value 

Optimizer adam 

Loss categorical_crossentropy 

Shuffle True 

Number of epochs 300 

batch_size 64 

V. RESULTS 

 The classification results are given as confusion matrix in 
Table 4. Overall accuracy is calculated as 89.7% for 8 
makams. The grey column on the most right-hand side and the 
one on the bottom are recall and precision scores for each 
makam. The highest recall score 97% is achieved for Ussak, 
which is also the worst one with 77% of precision score. One 
reason for the low score of precision for Ussak is that other 
makams generally include Ussak segments compare to other 
makams. Therefore, the network may classify some segments 
as Ussak and since they are labelled as the other makams when 
preparing the data, the precision decreases. However, these 
kinds of details should be considered in future studies and the 
segments should be investigated separately.  

 Both recall and precision are successful for Rast makam 
and Saba is also classified successfully.     

TABLE IV.  CONFUSION MATRIX OF MAKAM CLASSIFICATION                

8 MAKAMS 

T
a
r
g
e
t 

M
a

k
a
m

 

Hicaz  823 40 27 7 16 6 7 15 0.87 

Nihavent 0 625 31 5 5 4 2 3 0.93 

Ussak  3 10 767 1 3 2 1 2 0.97 

Saba 0 5 5 301 7 3 4 3 0.92 

Rast 2 28 35 6 735 2 6 15 0.89 

Segah 7 34 22 7 20 580 14 6 0.84 

Huzzam 12 16 60 23 21 6 752 22 0.82 

Kurdili 

hicazkar 18 18 46 3 6 2 6 737 0.88 

 Hicaz Nihavent Ussak Saba Rast Segah Huzzam 
Kurdili 

Hicazkar 0.89 

 0.95 0.81 0.77 0.85 0.90 0.96 0.95 0.92  

Predicted Makam 

 

 In this study, we also trained the network with 7 different 
makams which are handled in Kizrak et al. [18] in order to 
conduct a benchmark. These makams are: Hicaz, hicazkar, 
kurdilihicazkar, mahur, nihavent, rast and ussak. We have 
achieved an average accuracy of 86.1%. On the other hand, 
we apply the DBN (Deep Belief Network) which was found 
as the most successful method in [18] on our dataset. Results 
are shown in Table 5. 

 

 

TABLE V.  BENCHMARK RESULT 

Study Accuracy (%) 

Kizrak et al. [18] 21.7 

Proposed 86.1 

 
 The accuracy for proposed study is lower for 7 makams 
compared to 8 makams. The reason is that the selected 
makams for 7 makams case are similar to each other in terms 
of musical characteristics. Therefore, classification is harder, 
and accuracy is a bit lower. 

VI. CONCLUSION 

 In this study, we have implemented a deep learning CNN 
model for makam estimation of music pieces. Eight makams 
have been chosen for training of CNN model. The findings 
handled in this work is very valuable in terms of automatic 
makam detection. The importance of this study is that it shows 
that machines also can detect the makams like human. This is 
a success of artificial intelligence. 

 As it is indicated in the text, music makam detection is 
always a complex issue. Because, for a music piece which 
belongs to one specific makam, it is very possible to find 
different makam segments which is embedded in this music 
piece. Therefore, instead of detecting the makam for whole 
music piece, we have estimated the makam for each 15s music 
data. 

 Results shows that artificial intelligence is very successful 
in makam detection. The accuracy can be increased by 
examining each specific duration music data according to the 
makams, increasing the number of samples and using deeper 
network models. In the future these points will be covered by 
the author and results will be presented to the literature. 
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Abstract—In this paper collision avoidance methods - the
velocity obstacle, obstacle dependant Gaussian potential field and
hybrid potential field methods, are compared and tested on multi-
agent systems. Extensive evaluation is presented with a number
of case studies with a different number of agents, with static
and dynamic and obstacles. The advantages and disadvantages
of each method are discussed. The optimisation of the static
and dynamic coefficients of the hybrid potential field method is
performed via a genetic algorithm. The results from the tests are
from 1000 independent runs and show that the hybrid potential
field method can avoid reliably collisions in multi-agent systems.

Index Terms—multi-agent systems, unmanned air vehicles,
collision avoidance, potential field

I. INTRODUCTION

In recent years, unmanned systems such as unmanned aerial
or ground vehicles (UAV or UGV), have been subject to
intensive research. Especially, UAVs have gained popularity
and have been applied to civilian and military areas: aerial
photography, surveillance, agriculture, search and rescue op-
erations. For these reasons, some problems such as UAV path
planning and control are of significant importance. Numerous
linear and nonlinear control methods have been designed and
deployed into UAVs and collision avoidance is an inherent
component of them.

Both linear and nonlinear models of UAV dynamics have
been used and embedded in collision avoidance and control
methods. For example, such linear and nonlinear proportional
integral derivative (PID), fuzzy PID controllers are developed
in [8], an H∞ control approach is presented in [1], a linear
quadratic regulator (LQR) in [5] and a Model Predictive
Control (MPC) approach in [14].

Modelling swarms of agents is another important task,
especially linked with collision avoidance. In swarms the
components can be seen at an aggregated level rather than
at individual level of each agent/UAV [17]. There are also
challenges related with the coordination, communication in
real time and achieving these task for each single agent [4].
Multi-agent systems (MAS) have gained significant interest
and recent results are described in the survey paper [10].

This paper focuses on methods for collision avoidance based
on efficient path planning. Each agent/ UAV is considered as
an agent. Path planning has been one of the important UAV and

tasks aiming to general a trajectory which is optimal according
to a certain criterion. In order to accomplish the given task, the
robot/UAV needs to reach a desired target point, after starting
with an initial point. The agent trajectory generation needs to
be performed to avoid both static and dynamic obstacles [4].

There are different methods able to solve efficiently path
planning problems [2], [3], [9], [12], [20]–[22], [26]. The po-
tential field (PF) [22] and velocity obstacle (VO) methods [16]
are two of the most efficient solutions

The PF methods have been widely used to solve path
planning problems since they have several advantages: they
are easy to implement and provide smooth trajectories [9],
[22], [26].

In [22], PF methods have been studied in depth for path
planning. Then, artificial potential field, based on traditional
PF method, has been validated with performance criteria in
terms of a solving local minima problem and obstacle avoid-
ance. Collision avoidance can also be solved with geometric
types of methods [20] and have been compared with an A*
graph search method [13] especially for UAVs [3]. The A*
method has been used to find the shortest path in real-time
applications to find a new path when facing with dynamic
obstacles.

From the VO methods, the reciprocal velocity obstacle
method [24], outperforms the generic VO method and has been
tested in real-time MAS. In [11] and [12], an interval VO ap-
proach, with collision avoidance cone has been proposed and
compared with traditional VO, reciprocal, hybrid reciprocal
VO and optimal reciprocal collision avoidance methods. Also,
each algorithm has been assessed in terms of their advantages
and disadvantages.

Traditional PF, VO, obstacle dependant Gaussian Potential
field (ODG-PF) and hybrid potential field methods (HPFM)
have been applied in several fields [12], [17]. As the PF and
VO were designed to deal separately with static and dynamic
obstacles, they require improvements in complex situations
where both static and dynamic obstacles exist.

The HPFM combines the strategy of PF and VO by using
the form of Vector Field Histogram (VFH) [6], [7]. In the
HPFM, features of two types of obstacles are considered and
the weights of each type of obstacles could be easily adjusted
regarding different environments.
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This work compares VO, ODG-PF and HPF methods in
terms of solving collision avoidance problems, with respect
to the length of the generated trajectory and task time costs,
respectively. Moreover, to find dynamic and static coefficients
of HPFM, a genetic algorithm (GA) [25] has been used. Then,
an optimal trajectory providing collision avoidance has been
determined with these coefficients.

This paper is organized as follows. Section II describes the
methods of the potential field, velocity obstacle and hybrid
potential field. Simulation results are given in Section III.
A thorough evaluation and validation of these approaches is
given. Section IV presents the conclusions and future work.

II. ADVANCED OBSTACLE AVOIDANCE METHODS

This section presents the velocity obstacle (VO) [16] and
Potential Field (PF) [22] methods for obstacle avoidance
in multi-agent systems (MAS). These methods are briefly
described in the next section II and their performance is
demonstrated over an example [19].

A. Potential Field Method

The potential field method is a well-known global path
planning method able to determine easily distances to multiple
agents. Assuming that the agent has a point mass and moves in
a two dimensional (2-D) work space, the following notation is
adopted: q = [x , y]T , where x and y are the agent coordinates
and T is the transpose operation.

Different cost functions have been suggested in the litera-
ture [18], [23]. Considering a 2-D Cartesian system, the agent
and obstacle can be visualised positioned at a certain distance
from each other, as shown in Fig. 1. The attractive potential
function Uatt(q) that is most widely used takes the form of:

Uatt(q) =
1

2
ξρm(q,qgoal), (1)

where a positive scaling factor ξ is defined and the distance
ρ(q,qgoal) between the current agent’s location ρ(q and its
goal location qgoal) is shown. Here the m coefficient can have
values 1 or 2. When m = 1, the attractive potential function
is conic in shape, otherwise it is parabolic.

Fig. 1. Positions of the agent, goal and obstacle in a 2-D space

The associated attractive force Fatt(q) is then given by the
attractive potential’s negative gradient −OUatt(q) as follows

Fatt(q) = −OUatt(q) = ξ(qgoal − q). (2)

One of the widely used potential driving functions takes the
form of:

Urep(q) =

{
1
2η
(

1
ρ(q,qobs)

− 1
ρ0

)2
, if ρ(q,qobs) ≤ ρ0

0, , if ρ(q,qobs) > ρ0
(3)

where ρ0 is the threshold distance.
When η is a positive scaling factor, ρ(q,qobs) represents

the minimum distance from agent q to the obstacle and qobs
represents the point on it.

Frep(q) = −OUrep(q). (4)

The sum of the attractive and repulsive forces forms the
combined force which is applied to the agent.

Ftotal = Fatt + Frep. (5)

B. Obstacle Dependant Gaussian Potential Field Method

This subsection presents the Obstacle Dependant Gaussian
method (ODG-PF), based on Vector Field Histogram. In real-
time path planning, this method is relying on processing
the sensor data, because generally other methods uses global
environment data. Considered with respect to the Potential
Field method, it is a notable global path planning algorithm
in terms of easy calculation and accurate results.

For generating the potential field, the width ωk, the distance
dk to the obstacle and the calculated angle ωk are given by
equation (6) for this method.

Φk = 2arctan

(
ωk
2dk

)
(6)

The distance dk between obstacles and agents is linked with
the function Ak as follows:

Ak =
1

2
edk (7)

Equation (8) shows the repulsive function fk and direction
ϑ to avoid each obstacle. Generally, the variable ϑ is between
0 and 359 degrees and it changes one degree for each step:

fk(ϑ) = Ake
− 2(θk−ϑ)2

Φ2
k (8)

The repulsive function frep(ϑ) is determined when several
obstacles are identified in a scan by basically summarising the
repulsion region of each obstacle

frep(ϑ) =

n∑
k−1

fk(ϑ) =

n∑
k−1

Ake
− 2(θk−ϑ)2

Φ2
k . (9)

The attractive field fatt(ϑ) is based on the θtarget angle,
referring to the orientation of the target and γ is a coefficient
of the attractive function:

fatt(ϑ) = γ |θtarget − ϑ| . (10)

Lastly, the total potential field function is summed with the
repulsive and attractive functions.
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ftotal(ϑ) = frep(ϑ) + fatt(ϑ). (11)

The ODG-PF in [9] shows an insensitive feature for the γ
coefficient in an attractive field compared to the katt coefficient
in general PF, which provides a greater flexibility of the
method to the environment. Other benefit of ODG-PF is that
it requires a reasonable amount of data, which makes it easy
to deploy in real time.

Fig. 2. ODG-PF trajectory training result

Fig. 2 shows agents’ trajectories with the optimal coefficient
value of ODG-PF (γ). This coefficient value is determined by
using empirical testing.

C. Velocity Obstacle Method

The velocity obstacle (VO) method [16] considers a set
of all velocities of an agent which at some point in time
could result in a collision with another agent, if the other
agent retains its current velocity. If the agent chooses a
velocity inside the velocity obstacle region, then the two agents
will inevitably collide. If it chooses a velocity outside the
velocity obstacle region, it is assured that such a collision will
not happen. Compared to other local collision-free trajectory
planning methods, the VO method could help avoid moving
obstacles, since the possible future obstacle trajectory has been
considered during the collision avoidance process.

The VO method [16] has a critical concept which is the
Collision Cone (CC), conical area in the velocity space. In
Fig. 3, it has been agents A, obstacles B and centered position
of objects are pA and pB , respectively.

The variables rA and rB represent the radii of the two
objects A and B, respectively. The cut line from the central
point pA to the circle based on pB and rc = rA + rB radius
can be described as two boundaries λAB . The V OAB area
is a collision cone. So, it is necessary to apply only a small
translation through Minkowski sum(⊕) to produce V OAB

Fig. 3. Velocity obstacle methods

V OAB = CCAB ⊕ vB . (12)

The velocity group V OAB is described with (12). It is
possible to select the collision-free velocity in time k from
the velocities that satisfy the condition: v /∈ V OAB

V optimali = argminv/∈V OAB |v−vprefA |. (13)

For the VO technique it is also important to find an optimal
velocity beyond the VO area. Currently, only the derivation
to the preferred velocity is included in optimum velocity
selection. It can be expressed as follows

V OAB = CCAB ⊕
(vA + vB)

2
. (14)

Fig. 4. VO trajectory training result

Next, the velocity obstacle coefficient values have been
determined based on training and these results are shown in
Fig. 4.
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D. Hybrid Potential Field Method based on Velocity Obstacle
and Potential Field

A Hybrid Velocity Field method (HPFM), a novel collision
avoidance method is proposed. This method combines ideas
from the “Potential Field and “Velocity Obstacle” methods.

The method considers a potential collision event which is
based on a geometric space, while V OAB is a term based on
the velocity space. Equation (15) is used for the transformation
of space velocity information into the geometric space. For
each agent the speed is translated to relative displacements

xv = (vagt − vobs)× ts(vagt ∈ V OAB) (15)

in V OAB that are in the CCAB . Then, the velocity danger
level lv is represented as:

lv =
dv
|xv|

(16)

The repulsive function which is related with dynamic ob-
stacles is described as a function. This function

fV Orep (ϑ, v) = e−lv (17)

contains velocity(v) and angle (ϑ) values.
The total potential field function can be determined as

below:

ftotal(ϑ, v) = fatt(ϑ) +

S∑
s=1

frep(ϑ) +

D∑
d=1

fV Orep (ϑ, v). (18)

Due to the effects of dynamics constraints, the total potential
field function and velocity filtering vectors are determined with
the equation

frech(ϑ, v) =

{
v < vmax√(

dv
dt − v

dϑ
dt

)2
+
(
2vϑ− v dϑdt

)2
< amax.

(19)
When adding this inequality to the total function, five

different coefficient values can be obtained. These coefficients
are for attractive functions (γ, β), statics (ζ, δ) on repulsive
functions and dynamics (α) on repulsive functions

ftotal(ϑ, v) = (γ |θtarget − ϑ|+ β |v − vpref |)

+

(
ζ
∑S
s=1 e

− 2(θs−ϑ)

δΦ2
k

)
+
(
a
∑D
d=1 e

−ldv
)
.

(20)

The five coefficient values of HPFM have been optimised to
find the optimal trajectory and velocity for each agent. A ge-
netic algorithm (GA) has been used in the evaluation structure
for optimisation of HPFM [15]. The following equation

ffit(γ, ζ, δ, α, β) = Ltraj + 10Ecoli +
∆θ

20
+ Lsep (21)

defines the fitness function in a way to reduce the collision
possibilities and provides an optimised trajectory.

In the HPFM, a two-dimensional potential field where the
magnitude and direction of the velocity can be determined
separately has been created. When the force HPFM is applied,
the total cost is given as follows

Tcost =
vmax

vinterval
× 360◦

Θinterval
. (22)

and it includes a product of the considered velocity and angles.
When the speed or angle are small, the HPF optimisation

method performs well. However, the computational cost in-
creases when the resolution of the speed and angle increases.
Since significant computational costs are not suitable for real-
time applications, the smart optimisation algorithm can be a
good solution to lower the computation cost Tcost.

Fig. 5. HPFM trajectory training result

Empirical methods have some difficulties to determine all
coefficients. In order to use fitness function via the GA,
optimal coefficients have been determined. Fig. 5 shows the
obtained result after the training phase. The next section
presents testing results from the VO, ODG-PF and HPFM
using the same coefficients.

III. SIMULATION RESULTS

In this paper, the experiment has been carried out via
MATLAB / Simulink. A point based mathematical model of
the agent has been used in the testing stage. Moreover, all
determined obstacle avoidance methods have been tested with
static and dynamic obstacles. The testing parameters are given
in Table I.

After 1000 independent Monte Carlo runs, several perfor-
mance criteria have been evaluated to determine the accuracy
of the algorithms.

Fig. 6 shows trajectory results of VO methods. Multiple
collisions have been observed in the conventional VO methods.
However, the VO method has some advantages in terms of
choosing the optimal trajectory with the minimum task time.
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For testing, all coefficients have been fitted with the GA for
HPFM and found with empirical methods for ODG-PF and
VO.

Fig. 6. VO trajectory test result

Fig. 7 shows results with the ODG-PF which has the best
results when compared to VO methods with respect to the
minimum collision and computational time. Fig. 7 shows that
all agents achieve the goal although they have chosen long
paths to move.

Fig. 7. ODG-PF trajectory test result

Fig. 8 shows the optimal HPFM trajectory, found based on
the optimal coefficients calculated using a GA. The HPFM
is a combination of the VO and PF, with an improved cost
function. Thanks to this combination, it has better collision
avoidance results than the VO and better length trajectory than
the ODG-PF.

Results for trajectories obtained with all methods are given
in Table I. Each value is determined from the mean value of the
1000 runs. Considering the computational time, the ODG-PF

Fig. 8. HPFM trajectory test result

TABLE I
TEST RESULTS OF VO, ODG-PF AND HPFM

Parameters VO ODG-PF HPFM
Computation Time 0.017 sec 0.008 sec 0.04 sec
Collision 23.46 times 10.61 times 5.75 times
Length of Trajectory 54.58 m 47.83 m 62.38 m
Task Time Cost 34.33 sec 26.40 sec 36.22 sec

alorithm is faster than the others. Also, the trajectory length
and task time cost of ODG-PF are better than those of the
other algorithms. However, the collision avoidance results of
HPFM are the best, after that we can rank ODG-PF and VO
respectively as good results. In this context, HPFM is more
reliable than the others. This shows the potential of the HPFM
algorithm to be part of MAS or swarm systems.

Fig. 9 gives a performance map of the compared algorithms
with respect to easiness of use, task performance, trajectory
smoothness and reliability, respectively. This performance map
shows the importance of the considered criteria for MAS path
planning. Different methods can be used for different tasks for
MAS depending on the mission requirements.

The ODG-PF method which was designed for a static
scenario is obviously the best one with respect to simplicity
and task performance aspects. However, in MAS, the level of
reliability is one of the most critical aspects. With respect to
reliability, the HPFM gives the best result in the comparison
of the other methods. Meanwhile, both of HPFM and ODG-
PF produce the trajectories that have almost the same level of
smoothness.

IV. CONCLUSION AND FUTURE WORKS

This paper compares collision avoidance methods that could
be used in centralised and decentralised UAV collision avoid-
ance systems. The trajectory smoothness and complexity of
the the velocity obstacle and potential field methods were
analysed. The evaluation of the methods includes UAVs in
unknown environments, with static and dynamic obstacles.
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Fig. 9. Performance Map

The Hybrid Potential Field method (HPFM) is compared with
the potential field and velocity obstacle methods. The method
combines the PF and VO algorithm so that it can achieve
the task of collision avoidance in complex environments. The
HPFM used a form like the Vector Field Histogram to solve the
collision avoidance task. The HPFM has been optimised using
a Genetic Algorithm and its performance improved by nearly
fifty percent compared with the non-optimised HPFM. The
ODG-PF, VO and HPFM are compared over three different
testing scenarios.

In a complex situation such as the scenario with both
dynamic and static obstacles and multiple agents, the HPFM
behavior is more reliable and stable. However, this comes with
an increased computational cost. The average computational
cost of HPFM is generally several times higher than VO
and ODG-PF. The optimal Velocity for each agent must be
evaluated via fitness function for the HPFM.
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Nonholonomic path planning for a mobile robot 

based on Voronoi and Q-Learning algorithm 

 

 

 

Abstract— This paper discusses a differential route planning 

problem for the mobile robot based on Voronoi and Q-learning 

algorithms (QL). The issues with planning in static settings with 

barriers are treated as a problem of seeking a feasible route 

between the original and target stage. Since the non-holonomic 

car robot is differentially constrained and geometrical 

environment with the concave shape of obstacle some 

modifications will be inserted. Any type of car can be as a robot 

model of our work. This is a special case of a single vehicle, 

which only goes forward at constant speed and can only turn left 

and right. Voronoi introduces the world surrounding smart 

agents for robots, video games, and military simulations, 

improving the reliability of route planning and reducing Q 

learning algorithms by upgrading the Q table, thereby reducing 

both space and time complexity, depends on prior knowledge of 

intelligent agents. The simulation setup was conducted using a 

2D environment. The simulation of the proposed work can use 

a different style of maps. Finally, a comparison with other 

related works is performed and the result of these comparisons 

showed that our work provides a good trajectory with 

performance. 

Keywords— Car-like robot, nonholonomic system, path 

planning, Q-Learning, Voronoi diagram.  

I.  INTRODUCTION 

In  an  environment,  many robot paths are possible to 

accomplish a defined target, but according to certain 

requirements the best path is chosen. The shortest distance and 

the shortest time are these conditions. The shortest distance is 

the most common criterion. Path planing is an acritically 

important issue, since it aims at searching for a path that is as 

short as possible, subject to certain restrictions, including the 

provided environment with free collision, as mentioned in [1]. 

Some of the well-known non-heuristics are cell 

decomposition, Voronoi diagrams, and B-Spline curve. In the 

cell decomposition technique, two methods are used. They are 

the exact and the approximate cell decomposition methods. 

The exact method is used to divide the search space into 

simple cells and builds the adjacency relationships among the 

cells. It explicitly determines the obstacles and build the cells 

as mention in [2], [3].  The  combination  of  all  the generated  

cells  will  produce the  exact  free  space.  However, 

determining the exact free space in a high dimensional 

environment is not an easy task, hence the approximate 

method was introduced. B-splines is a mathematical function 

that is used to form a curve using a few control points in a 

segment rather than the entire points in the segmented section. 

[4], applied the B-spline function with a modification by 

introducing additional control points in the neighborhood of 

each obstacle, they also develop methods to shift these new 

control points away from obstacles and into clear areas [5], 

introduced user-specified threshold flying altitude in the 

enemy terrain and used these new thresholds to generate a path 

for the Unmanned Aerial Vehicles. The Voronoi D* 

Algorithm is proposed to achieve high route planning 

performance and satisfy distance specifications for mobile 

robot applications [6], but it has a problem with local minima. 

Also considering complex environments structured with 

obstacles was introduced as mention in [7], but also it has a 

problem with that the trajectory is not good enough.  Machine 

Learning (ML) algorithms are used to support individual 

mobile robots in unfamiliar environments as a preferable 

alternative tool. In that case ML emerges as the remedy by 

Reinforcement Learning (RL), which enables agents to 

adjust/change their behavior for maximum outcomes in a 

given environment[8]. The game theory, information theory, 

control theory, and situational analysis were originally 

included in RL [9], and was adopted as an autonomous 

handheld robotic navigator over time[9], [10]. Many RL 

algorithms have appeared in recent times thus concentrating 

on route planning and avoiding barriers. The priority is less to 

refine the route and much less to develop the course and 

reduce the time needed to achieve convergence. The Q-

Learning(QL) method [11], is commonly used for RL 

implementation and has recently been used in Worldwide 

diverse areas of robotics. Due to its simplicity and 

convergence proof, QL is the most frequently used RL 

algorithm [12]. On the other hand RRT (Rapidly exploring 

random tree) algorithm proposed a solotion for a 

nonholononomic path planning but its has a bad trajectory 

[17]. 

The robot route preparation of the mobile robot through its 
surroundings [13], [14] is a fundamental problem in mobile 
robotics. In order to prevent Confrontations with known static 
and moving collisions objects, it is necessary to find a viable 
path between the initials and goals in the configuration field. 
This process can be done either by using local sensor 
information or by using global, previously established robot 
environment information. This dilemma can therefore be 
separated into two categories [15], 

1) Local (On-line) - Generates direction from original to 

destination with local sensor information incrementally 

during travel. 

2) Global (off-line) - Compute the entire route to the pre-

motion target using global map information. Researches have 
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advanced over time toward improving learning algorithms in 

order to address shortcomings of classic approaches of route 

planning. Our paper focuses on the construction of an off-line 

solution based on algorithms of Voronoi and QL.  

II.  VORONOI DIAGRAM (VD) 

Voronoi charts are most utilized as a part of 
computational geometry, Voronoi outlines have discovered 
their way in numerous application territories, for example, 
PC designs (impact identification, movement arranging). 
Voronoi diagram in view of Euclidean separation are the 
best known; such charts parcel the 2D plane in areas. We 
start by re-call the voronoi properties with descriptions of 
the element properties of 2D Voronoi graphs. Given an 
arrangement of (V) focuses𝑃1, 𝑃2, ..., 𝑃𝑛 in the plane, a 
Voronoi graph isolates the plane into n Voronoi districts 
with the accompanying properties: 

 

- Each point pi lies in precisely one area. 

- If a point q ∈ V lies in an indistinguishable locale 

from pi, at that point the separation from pi to any 

point [16]. 

.  
 

Fig. 1.  Description of Robot Environment. 

 

From Fig.1 p ∈ C ⊆𝑉2 its x and y coordinates can be 
interpreted, and we write p = (x, y). Because in this paper 
we are interested in line roads, the robot path P is defined by 
a sequence of (n) points  𝑝1 , 𝑝2, . . . , 𝑝𝑛in C. Hence, we write 
P = (𝑝1, 𝑝2, . . . , 𝑝𝑛 ), whereby 𝑝𝑖∈ C for i = 1, . . . , n. Defining 
a mobile robot's start and goal as 𝑝𝑠, 𝑝𝑔, respectively, it must 

hold that 𝑝1= 𝑝𝑠and 𝑝𝑛= 𝑝𝑔 every robot route appropriate. 

The exact direction of the robot is then determined by 
following connections 𝑝𝑖  and 𝑝𝑖+1of a path P by straight lines 
𝐿𝑝𝑖,𝑝𝑖+1for each i = 1, . . . , n − 1. Then the collection of points 

from the robot 𝑝𝑠 to 𝑝𝑔 is given by 𝑃𝑝⊆ C, whereby 𝑃𝑝consist 

of all points inside the segments of the line𝐿𝑝1,𝑝2, . . . 𝐿𝑝𝑛−1,𝑝𝑛 

. We then refer to the P direction as collision-free if 𝑃𝑝 ∩𝐶𝑜𝑏𝑠 

= ∅, That is, the crossroads enclosed by the road and by the 
obstacle area do not exist. We also implement the function 
for later use of various algorithms: 

Collision Free (p, pˆ) = {
𝑡𝑟𝑢𝑒 𝑖𝑓  𝐿𝑝,𝑝ˆ ∩𝐶𝑜𝑏𝑠    = ∅  

𝑓𝑎𝑙𝑠𝑒 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

This decides whether the direct relation 𝐿𝑝,𝑝ˆ    the field of 

obstacles is crossed by two p-points𝐶𝑜𝑏𝑠 we write. 

A = {p/𝑃𝑝⊆ 𝐶𝑓𝑟𝑒𝑒 }                                                                                          (1) 

A selection of roads without obstacles. The gap between 
two points is further defined. 

𝑃𝑖= (𝑥𝑖+𝑦𝑖), 𝑃𝑗= (𝑥𝑖+𝑦𝑖) ∈ C as 

d (𝑝𝑖 , 𝑝𝑗) =√(𝑥𝑖 − 𝑥𝑗)
2 + (𝑦𝑖 − 𝑦𝑗)2                           (2) 

The key goal of this paper is to calculate appropriate 
obstacle-free robot paths between a given starting point 
using the notation introduced above 𝑝𝑠 ∈ 𝐶𝑓𝑟𝑒𝑒and goal point 

𝑝𝑔∈𝐶𝑓𝑟𝑒𝑒 . 

III.  Q-LEARNING (QL) 

QL is based on the idea that if you produce a good result 
you will get a reward and if it produces poor results, you will 
receive a punishment, the parameter (r) as in (3) α and μ are 
learning parameters of the same equation, representing the 
condition as well as the action,Qt(st, at)is the importance of 
the state-action. The algorithm saves the approximate 
values in the simplest wayQt(st, at), an operation for all 
possible pairs in a given (st) state [17]. 

Qt + 1(st, at) =  Qt(st, at) + 

αt [r(st) +  γ max
a

Qt (st, at) − Qt(st, at)]     (3) 

Updating Q values as following: 

Qt + 1 (st, at) is the worth (quality) of an action in the next 

state to be transferred by the agent r (st). R is the father 

collection of the immediate strengthening received in State(s) r, 

r (st) belong to R (st), α is the pace of preparation (normally set 

between 0 and 1), μ is the discount rate time, t is a discrete time 

phase, t = 0,1,2. max
a

Qt (st, at)is the Q value of the operation 

with a higher utility in the future state as mention in [16]. Choose 

action (a) to maximize the Q(s, a) and Q table updates to show 

how the function is done in any step(s). First the algorithm 

operates as follows, set the table passage Q(s),(a) to zero for each 

state operation match, search for the current state before the end 

of the time: pick an activity and perform it quickly award (r) 

observe the new state, and then change the table passage to Q(s) 

as follows: 

                Qt+1 (s, a) ← (1 − ρ)Qt(s, a) +       

ρ[R(s, a) + γ   Q(s′, a′)a
max ]                              (4) 

IV.  EXPERIMENT PROPERTIES and RESULT 

In this work we have used for non-homonymic path planning 

both of  Voronoi and Q-learning to build a path can pass through 

the obstacle.  Our work aims to get the best path for the mobile 

robot by using both benefits of the VD. It also speed up  the 

search by making  the robot Moving from point of beginning to 

end by  select the optimal path. This  experiment  starts  with  

detecting  the  environment  and  specifies  the  obstacle  position  

by using the Voronoi prosperities after that the Q-learning will 
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guide the robot to its final goal. In the simulation implemented 

we can use various map types that reflect the beginning, 

destination, and the obstacle block as the green point is the start 

state, the blue point is the destination point, and the red tringle 

is the concave shape of the obstacle as shown in Fig. 2. 

 

Fig. 2. The Start, Goal, and Obstacle in the Environment. 

Voronoi will initialize and collect the space and generate the 

sequence of routs that will be away as far as from the obstacle. 

 

Fig. 3. Generated Voronoi Paths. 

After all possible paths generated the Q-learning will be 

initialized and start taking the action per each state and get 

the reward and passing to the next state till reach the goal. 

The final step is to build the path and move from the start to 

the goal state. 

 

 

Fig. 4.  Building The Final Path That Make The Robot Reach The Goal State. 

All this work is done in a static environment with a random 
obstacle and random start, end position. This research offers- 
ways to improve the working approach of stationary settings 
for learning skills. Be mindful of this end goal of the proposed 
work and to make sure that our algorithm has a decent 
execution that is better we compared our work with some 
related and the result as follow: 

TABLE I.  ILLUSTRATE THE COMPARISON Of OUR WORK witH SOME 

RELATED. 

Type 

of 

enviro

nment 

Comparison 

Algorithm 

Evaluation 

Time 

seconds 

Evaluation 

Time 

seconds 

for 

proposed 

work 

Static D-Star [5] 45sec 24sec 

Static RRT [17] - 24sec 

 

The simulation results will be affected the obstacle 
avoidance capability with better performance with respect to 
time and without wasting the space of the environment 
because of  that we can get  better trajectory when we used 
VD. RRT[17] has a bad trajectory because of that we have 
used VD to avoied this problem so our work is better than 
them as shown in fig 5, and 6.   

 

Fig. 5. Search Tree[17]  

Also the simulation result that are considered using ROS 

programming environment, Stage simulator which provides 

a full view of the map using modified RRT algorithm is 

shown in fig6.  

 

 
 

Fig.6. Robot’s Trajectory[17] 

 

From both these figures 5, and 6, we can see the bad 
trajectory and the wasting of search space, also one of the main 
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objectives of path planning is the shortest path problem which 
is not considered. 

On the other hand D-star, it's admissible to fined the goal 
but it's stuck in local minima and we may losing time. In our 
work, we assumed that if there is no possibility to reach our 
goal there is no need to lose the time from the beginning the 
path is not possible and this is the power of VD. As a result, 
the VD supports QLwith prior knowledge because of that we 
get rewarding more than punishment as a status of the action. 

V. CONCLUSIONS 

Recently, technology for learning agents has been growing 

and reaches high standards. It is found in diverse 

implementations on the other hand. Time estimation and the 

construction of such modern learning algorithms that follow 

the precision of learning and time metrics has been very 

significant. This learning algorithm improves the learning 

technique, such that this method enhances accuracy as the 

time required for this process is integrated when the time is 

low as soon as the process has been compared more 

effectively than time parameters. Voronoi diagram introduced 

to produce a several routs that will reduce the time spend to 

collect the aria also to enhance the Q-table and increment the 

reward of each step. In this study we proposed nonholonomic 

path planning based on VD and QL to build a path avoided the 

obstacle. VD will support QL with a full view of paths.  QL 

will generate Q-table. Q-value shall be specified as the 

estimated future discounted payment in the event that the 

agent takes the optimum direction (a) in the state (s). The Q-

learning algorithm operates by estimating the values of the 

pair of states as well as the algorithm's leading method. The 

advantage of the proposed algorithm illustrate as: reduce the 

search spaces by applying voronoi algorithm. Reduce the 

number of states, and save the memory usage. Increasing the 

rewarding per each state of QL. Avoiding local minima 

problem, and solve the concave shapes of an obstacle. 

Since we have got a good result of our work we are 

planning to apply it for a dynamic situation with random 

position of the obstacle. 
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Abstract— Power Quality (PQ) can be defined as a clean supply 

voltage that stays within the prescribed range in a smooth curve 

waveform. A power quality problem is defined as any problem 

that causes voltage or frequency deviations in a power supply, 

and it may result in failure or maloperation of a network. 

Therefore, continuous monitoring is also required in case of 

malfunction in these cases. In this paper, we have presented a 

deep learning-based power quality event classification method. 

We have used the proprietary electric relay wave-form data 

from The Turkish Electricity Transmission Corporation 

(TEIAS), as well as generated wave-form from MATLAB-

Simulink, to train our model, using Convolutional Neural 

Networks (CNNs). The results proved to be effective, and can 

open the path to further research in this direction. 

Keywords— Power Quality, Deep Learning, Neural Networks, 

Convolutional Neural Networks, Electrical Distribution System. 

I. INTRODUCTION 

A power quality problem is defined as any problem that 
causes voltage or frequency deviations in a power supply, and 
it may result in failure or maloperation of a network. Power 
quality may also be described as the Load's ability to function 
properly. Without good power quality in an electrical network, 
Load’s electrical and mechanical equipment may overheat, 
malfunction, fail prematurely, require high maintenance, and 
in many cases they may not operate at all. Power quality has 
various effects, and it is important to understand what 
equipment causes poor quality issues in electrical networks. 
Most of the poor quality issues are generated by devices in 
buildings. Non-linear loads are the major cause of poor quality 
issues. There are 10 power quality problems that need to be 
concentrated upon: Over-voltage, surges, spikes, transients, 
frequency variation, under-voltage, sags, blackouts, noises, 
and harmonics. An extensive literature survey suggests that 
there is no generally accepted method for characterization of 
these disturbances and suitable limits are not yet found in any 
international standard. One of the reasons for the lack of 
characterization methods is the difficulty of defining suitable 
site indices for each discrete disturbance type [1]. A diagram 
of power quality problems is shown in Fig. 1. 

Power quality can be defined as a clean supply voltage that 
stays within the prescribed range in a smooth curve waveform. 
Over-voltage conditions can be defined over the range of a 
normal voltage or whatever normal voltage defines. Nominal 
voltage is a reference voltage, used to describe the batteries, 
cells, or electronic systems such as a 12 or 24 volt batteries. 
Under-voltage is under the lower boundary. The peak is the 
extreme condition of over-voltage, and blackout is the extreme 
condition of under-voltage. We can describe the clean power 
or high power quality voltage as a steady smooth sine wave. It 
is what we want for any computers, servers, or other 
Computing devices in a data centre. The first issue of power 

 

Fig. 1.  Effects of PQ events on waveform. 

quality that we discussed is over-voltage. Over-voltage refers 
to the power supply above the normal voltage range. Over-
voltage can last for minutes to several days. It includes several 
different conditions such as surges, spikes, and transients. 
Surges occur over the short-term and they may be caused by 
lightning strikes or switching off heavier loads. In most 
situations, power surges are not a strong enough to interrupt 
or damage devices, but they can be very harmful sometimes. 
In a small office or home office, surge protectors are good 
enough. Spikes are and very short duration of voltage 
increases. They may be caused by lightning strikes or power 
outages. Transients are very fast voltage increase in terms 
nanoseconds. Frequency variations are a change in frequency. 
Voltage involves wavelengths. The longer the wavelength, the 
lower the frequency, and vice versa. The US electrical grid 
operates at 60 Hz, or 60 cycles per second. Anything but 60 
Hz is considered frequency variation. Now, under-voltage is 
the opposite of the over-voltage. It is defined as a condition 
where the applied voltage drops to about 90\% of the normal 
range or nominal voltage value. They are also known as 
brownouts. This condition can last for a few minutes to days. 
Sags, or commonly referred to as dips, is the under-voltage 
condition over the short-term. It may be caused by switching 
on heavy loads. Sags also rarely damage electronic devices. A 
common cause of sags for industrial customers is turning on 
large loads such as large motors [2]. Blackouts are the total 
loss of power, which brings down the whole network, and 
interrupts normal business operations. Many times, blackouts 
become a a matter of life and death to a business. Noise is a 
term well known by most people. It is a high-frequency 
distortion of the voltage waveform caused by disturbances 
related to the Electromagnetic Interference (EMI) or Radio 
Frequency Interference (RFI). Finally, harmonics are 
unwanted frequencies, which superimposed on the 
fundamental waveform creates a distorted wave pattern. They 
are a recurring distortion of a normal wavelength. 
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II. MOTIVATION AND PREVIOUS WORKS 

These power quality problems are not equally dangerous. 
Some of them may just affect the best performance of 
electronic devices, while some would damage devices, data, 
or even kill a business overnight. For a large datacentre, 
problem quality problems means potential disasters. The 
steady, clean and uninterruptible power supply, is the 
minimum requirement for business continuity. Power quality 
has a direct impact on electrical consumption and electrical 
demand. Bad power quality increases the current/amperes 
required in electrical networks. Good power quality decreases 
the current required in electrical networks. Therefore it is 
important to understand that not only has a damaging impact 
on all the electrical and mechanical equipment, it also has an 
impact on your electricity bills. This is why it is important that 
poor quality issues are addressed on a timely manner. A lot of 
actions have been taken to ensure efficient power quality. 
Many solutions in the form of devices have been presented. 
The approach that we have taken is with the perspective of 
Computer Vision. 

Previously many works have been done with respect to 
power quality solutions. Regarding the deep learning 
solutions, Balouji and Salor [3] presented an image 
recognition method on the PQ event waveform images using 
a Multi-layer Convolution Neural Network (MLCNN). Their 
approach seemed to be very effective as their test data of 
power quality events classified with 100% accuracy. They 
used input images of dimensions (220x220x3). Their 
approach is quite similar to us, however, the specific amount 
of data they have used is not specified. This raises a doubt that 
their model has enough experience to tackle the future power 
quality events that may rise in the power system. Ahajjam et 
al. [4] have also done PW event classification using deep 
learning, however the difference that we have their work is 
that they have used temporal-spectral images to train teir CNN 
model. Their simulation results show that they are able to 
detect power quality disturbances with good accuracy, and are 
able to detect and distinguish between several number of 
power quality events in an image. Working on temporal-
spectral images proved to give good results in power quality 
event classification. 

Apart from deep learning based approaches, Saini and 
Kapoor [5] have presented a review of power quality events 
analysis. It mostly includes signal processing, and 
optimization techniques for power quality analysis. Mahela et 
al. [6] have also done a comprehensive review on power 
quality event analysis. This review includes Neural network 
based classification and also Support Vector Machine (SVM) 
based classification. The review of Saxena et al. [7] is 
somewhat dated, however they have performed good analysis 
on the key issues of power quality event analysis and 
presented some of the still well-known classification methods. 
An innovative approach to classify power quality events was 
presented by Chintakindi et al. [8], where they have proposed 
to use an improved version of the S-transform for the 
classification. They have simulated their proposed method on 
MATLAB software in accordance with IEEE Standard 1159. 
The effectiveness of the algorithm proved to identify multiple 
events at once. Similarly, Dash and Subudhi [9] have used S-
transform for classification, however, they have combined a 
technique called Whale Optimization Algorithm (WOA), and 
SVM with it as well. They validated the proposed technique 
on real time signals obtained from the circuits. 

III. DEEP LEARNING OVERVIEW 

The vision behind Deep Learning, and hence more 
accurately, Convolutional Neural Networks (CNN). CNNs are 
mostly used for problems like images recognition or speech 
recognition. The reason for this is that are CNNs outperform 
normal artificial neural networks in these types of problems. 
In fact, the accuracy of some CNN models at image 
recognition is even better than humans. The limitation in a 
normal artificial neural network is such that, as we understand 
an artificial neural network gets the data of each pixel as input, 
into the first layer of neurons. So if we have a 16x16 pixel 
image and we want to find what is in that image, all 256 pixels 
would be fed into the first layer. The problem in this case is 
that we would see the pixels randomly with no order and won’t 
be able to identify the image. This is because we are not 
considering the effect of neighbouring pixels. If we consider 
the order of the pixels, only then we are able to identify what 
is the object in the image identifying the object. As the human 
brain works, we do not look at individual points or pixels, we 
recognize pattern in group of points or pixels. In fact, cells in 
our visual cortex respond to different patterns. Some respond 
to horizontal lines, some respond to vertical lines, and some 
respond to other complex patterns. The output of the lower-
level neurons is then processed by higher-level neurons, to 
identify object in our visual field. CNNs are inspired from this 
concept. In, CNNs, instead of looking at each individual pixel, 
we look at a group of pixel. If you look at a group of pixels, 
we are more likely to pick up different features of the object 
in the image. So once we know the features, it is more likely 
that we can predict the object in the image. 

As shown in Fig. 2, this concept is implemented in the way 
that the image is at the bottom, which is the input image to our 
Network. As seen on top of it, we will have a convolutional 
layer. This is the most important concept in CNNs. We have a 
convolutional layer which comprises of neurons, which take 
in information from a group of pixels in the previous layer. So 
in the first layer above the image, a neuron gets information 
stored in the pixels within the corresponding rectangular box 
as shown in the figure. This rectangular window is also 
referred to as the receptive field of the specific neuron. 
Similarly, the same process happens in the next layers with 
respect to the previous layers. This architecture allows the 
network to concentrate on lower-level features in the first 
layer, and then assemble these features into larger higher-level 
features in the next hidden layer, and so on. 

 

 

Fig. 2. Windows/Receptive fields in convolutional layers. 
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The concept of stride is such that the first neuron in the 
convolutional layer would be looking at a specific set of 
pixels. The next neuron in the convolution layer will have a 
slightly shifted receptive field/ rectangular window. This shift 
in the view from one neuron to another is referred to as stride. 
There is overlap between receptive fields if the stride is too 
small. Hence, there is small overlap if the stride is large, and 
large overlap if the strike is small. One thing to note from this 
is that if the stride is small, and overlap will be less, then fewer 
neurons will be required in the upper layer. Hence, the stride 
will determine the size of the upper layer as well. 

As mentioned before, a cell in the convolutional layer gets 
information from a set of pixels in the previous layer. In case 
we have 25 pixels in a receptive field, we convert the 25 pixel 
values to one value using a filter. A filter is a matrix of the 
same dimensions as our receptive field. Therefore in case of 
25 pixels, the 5x5 receptive field will have a 5x5 filter. We 
multiply each window pixel value with the corresponding 
filter value and add all of these products up. This product will 
represent information in the 25 pixels now. What we get after 
applying a filter is called a feature map, as shown in Fig. 3. 
Each feature map has some particular feature highlighted. We 
always use many types of filters, so that each filter creates 
different feature maps containing different features. This 
means that the convolutional layer is going to be a bundle of 
feature maps, and each feature map has some particular 
highlighted feature. As seen in Fig. 3, each cell on 
convolutional layer 2 will be getting information of all the 
feature maps in the previous layer, because only then can the 
cells in the convolutional layer 1 combine the different 
features to find more high-level features. 

 

Fig. 3. Feature maps in convolutional layers. 

A pooling layer is another concept used in our 
convolutional network to reduce the computational load, 
memory usage, and the number of parameters to be estimated. 
It basically subsamples i.e. shrinks the input image. We have 

the option of applying two kinds of pooling: Max pooling and 
average pooling. Commonly, max pooling works better 
because it highlights the main features, instead of averaging 
them out. It is trade off basically. We give away some extra 
information in the previous layer, to reduce the computational 
load on our system. 

IV. DATA PREPARATION 

 
The data that we have used in this research work are the 

current waveform images of the practical electric relays at the 
Turkish Electricity Transmission Corporation (TEIAS). The 
data that we have is 3 years’ worth of real-time data, which 
includes hundreds of power quality event occurrences. In this 
paper, we have used a few of the images, as well as generated 
wave-form data from MATLAB-Simulink, in order to present 
a general idea of the training and accuracy of the proposed 
overall work. After this, we will use all of the proprietary data 
obtained from TEIAS to train our deep learning model, so that 
it can detect and rectify all kinds of power quality events in 
the future using past 3 years’ worth of experience from an 
actual power transmission company.  

We have all of our data in the form of .JPEG images. In 
terms of data preparation, we have three folders: Training, 
validation, and testing. Each of these folders contain two sub-
folders: Fault and no fault. In these folders, we have added 
images of our wave-forms that have noise and cause fault in 
the power equipment, and the ones that have no fault. Fig. 4 
shows some samples of the input images that have noise in the 
wave-form, whereas Fig. 5 shows the ones that don’t have any 
noise. This is the data we used for a the deep learning model. 
We have used 15 images in each of these folders. The 
dimensions of these images are not standardized, therefore we 
re-scaled the dimensions of all the images data into 255x155 
pixel value. Fig. 4 shows some samples of the input images 
we have fed into our model. 

 

 

Fig. 4.  Input image data of wave-forms with noise. 
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Fig. 5.  Input image data of wave-forms without noise. 

V. PROPOSED METHOD 

 
In this section, we have described the approach that we 

have used in building and using our Python-based deep neural 
network model, for the recognition of power quality events, 
and then classifying them. As discussed before, power quality 
events consist of several different cases. The event that we 
focused upon in this paper is Noise.  

Python has been used to design and train our CNN [10]. 
As mentioned before, the dimensions of the input images are 
not standardized, therefore we re-scaled the dimensions of all 
the images data into 255x155 pixel value. Before inputting the 
data into our model, we converted the images to the form of 
values. We read the picture files, decoded the .JPEG content 
to RGB grids of pixels, getting the three channels red blue 
green in our input. Then we converted these RGB floating-
point values into values between 0 and 1. 

Data pre-processing has been performed using the Keras 
image generator module. We have fed the waveform images 
directly from our folders to this module, and re-scaled the 
images inside this module as well. Using this module, we have 
the set the batches to be fed to the training in each epoch, to 
be 15. After the pre-processing of the images, we created the 
structure of our CNN model. We used 4 different 
convolutional layers with Max pooling. After that we applied 
a dense layer and finally the output neuron. For our first layer, 
we have a convolutional layer with 32 filters and 3x3 window. 
As we mentioned our input images dimensions before, our 
input size is 255x155x3. After this we have a max pooling 
layer with a window of 2x2. Another convolutional layer is 
added after this with 64 layers and the same 3x3 window. 
Following this layer, we add 2 more convolutional layers with 
128 filters, 3x3 window, and a max pooling layer with a 
window of 2x2, each. We used Flatten after these 
convolutional layers, followed by a single dense layer with 
512 neurons, and finally, the output layer with neuron, since 
we want to predict between 2 options. 

VI. RESULTS AND DISCUSSION 

 
Initially, we compiled our model with the loss of binary 

cross-entropy [11][12], and used the RMSprop optimizer [13]. 
RMSprop has an advantage when dealing with image 
processing. We used the learning rate of 0.001, and trained our 
model for 40 epochs. As shown in Fig. 6, we have achieved a 
good accuracy score and low loss. 

 

Fig. 6. Model training results (40 epochs). 

The validation accuracy and as well as the loss has been 
plotted in Fig. 7. We are achieving good accuracy here as well, 
but according to the behaviour of the validation accuracy 
graph, it shows signs of over-fitting in our model. In order to 
fix this overfitting, we created dummy data. We did this by 
modifying our existing data into different forms by applying 
transformations like zoom, shear, rotation, height shift, width 
shift, and horizontal flip. Shearing means that we pull an edge 
of our picture, which makes the shape of the picture like a 
rhombus. Width shift means that we are shifting our whole 
image left or right, and height shift means shifting it upwards 
or downwards. One more change we made was adding a 
dropout layer to our model architecture. The dropout layer 
randomly deactivates 50\% of the neurons during each epoch. 
The model was then trained with the remaining different 50\% 
neurons at each epoch. Adding the dropout layer is very 
effective in removing overfitting in models. We trained our 
model again after making these changes. 

 

 

Fig. 7. Model training results with Overfitting (20 epochs). 
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The model was trained many times by changing several 
parameters, and Fig.8 shows how the results varied with each 
training. As seen in the figure, beyond 55 epochs, there is not 
room for much change or more accuracy. The accuracy that 
we achieved in detecting noise and disturbances in the wave-
forms is very high. The results did not vary significantly after 
the training was performed with 55 epochs. The maximum 
possible accuracy was achieved at 60 epochs, and the results 
are shown in Table I. 

TABLE I.   BEST ACHIEVED RESULTS 

Epochs 
Results 

Train. Accuracy Loss Vald. Accuracy 

60 

 

95.2% 

 

5.6% 86.7% 

 

     This deep learning-based power quality event detection 
approach is to be used with an electric relay or other power 
equipment wave-forms would greatly prevent even minuscule 
power quality events to be overlooked. Human error is 
significant in observation and detection, which is why this 
approach can be further built upon in order to replace human 
effort completely in this respect. 

 

 

Fig. 8. Results achieved with each training performed. 

 

VII. CONCLUSION 

This paper presented an issue that is faced in power 
transmission and power quality field. Without good power 
quality in an electrical network, Load’s electrical and 

mechanical equipment may overheat, malfunction, fail 
prematurely, require high maintenance, and in many cases 
they may not operate at all. In order to avoid this, many 
solutions are being provided in different perspective. We 
provided a deep learning image recognition based solution. 
The efficiency of the proposed approach proved to be good, 
which is further work will definitely be done in this direction, 
in order to not just minimize, but completely finish the issue 
at hand.  
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Abstract— in recent years, sentiment analysis has received a 

great deal of research due to the dramatic growth in online 

social media use. For learning-based methods, many technically 

advanced strategies have been used to improve the performance 

of the forms. Feature selection is one of these strategies and has 

been studied by many researchers. However, one unresolved 

problem is choosing the right number of features to get the best 

sentiment analysis performance from learning-based methods. 

Therefore, we examine the relationship between the number of 

features selected and the sentiment analysis performance of 

learning-based methods, aiming to reduce the complexity time 

and increase accuracy in the experimental data. In this paper, 

we worked on a dataset consisting of tweets for six major US 

Airlines and analyses the impact in sentiment analysis of 

combined methods of Feature Selection based on chi-square 

correlation with the GRU network. Finally, GRU with feature 

selection method scored the highest performance in all metrics 

and achieved an accuracy of 96.38%. 

Keywords—deep learning, feature selection, chi-square, 

sentiment analysis, Gated Recurrent Unit Model 

I.INTRODUCTION 

Unstructured data forms a big part of the created data in 
today's world. From social media comments to customer 
feedback and browsing trails, and for processing and 
analyzing such texts, demand for appropriate text 
classification schemes is essential. Being a subfield of 
machine learning and involving multiple algorithms to 
function, deep learning allows for the self-training of software 
programs to carry out predefined tasks to expose neural 
networks to large datasets [1]. Social media has provided a 
new device for making and sharing ideas with others. 
Receiving public opinion about social events, marketing 
activities, and product priorities attracted the scientific 
community and marketing companies [2]. Today, if one wants 
to buy a product, he is no longer limited to family and friend 
opinions, because users' comments and discussions about 
different products are available on websites. However, finding 
and evaluating opinions is not an easy task due to the 
expansion and various opinions. Each site usually has many 
text comments that are not easy to decrypt and summarize 
such data, so automated sentiment analysis systems are 
required [2]. The acceptance of the generated content 
development by users on websites and social networks such as 
Twitter has led to an increase in social media's power to 
express opinions about services, products and events. Today, 
the number of people using these networks to make decisions 
is increasing [3]. 

Using sentiment analysis systems, we can determine what 
people think about different topics and their opinions. We can 

evaluate the reasons for the failure or success of various social 
issues from the users' perspective by analyzing these ideas. In 
this paper, the Sentiment Analysis System uses NLP 
techniques and a sentimental vocabulary network for the top 
10 US-based airline carriers. In this system, in the pre-
processing data phase, the required information is extracted 
from the comments by separating the words and sentences, 
labelling the sentence components and rooting the phrase. 
After completing the learning process, the algorithm can use 
the model learned from the training set to classify (sentiment 
analysis) the rest of the data (which is not labelled) and label 
each text to the correct class [2]. This study introduces deep 
learning methods with a feature selection algorithm in 
Sentiment Analysis. Figure 1 shows the General Sentiment 
Analysis System. 

Figure.1. General Sentiment Analysis System 

II. RELATED WORK  

Twitter, is one of the foremost prevalent online social 
networks and a platform that can be used for microblogging, 
sharing views and opinions using various forms of expression 
like acronyms, abbreviations, emoticons. Grammar and 
spelling are not restricting users to communicate on the 
platform as such these features assist in categorizing 
sentiments in tweet bodies. In a study [4], Sharma S., Jain A. 
analyzed Twitter data through real-time data extraction. 
Preprocessing and feature extraction was applied to the text 
data, Chi-square test and principal component analysis (PCA), 
and different machine learning classifications (SVM, Naïve 
Bayes, Random Forest) Logistic Regression) were conducted 
against performance indicators.  The study concludes that 
feature selection led to enhancing the accuracy of the backup 
vector classifier. Another study [5] works to lessen the 
problems related to the accuracy of sentiment analysis of 
aspect nature. Here, a feature selection method is proposed as 
principal component analysis (PCA) through which the best 
feature set of such research is specified. To enhance the 
accuracy of classification, irrelevant features are removed, and 
the redundant ones are lessened. Using Twitter’s PCA of 
aspect-based, a new method of selecting features for the 
analysis in question is produced.  “PCA is combined with the 
Sentiwordnet Glossary-based method, which is combined 
with the Support Vector Learning (SVM) framework for 
classification. Data set tests (HCTS), and benchmark (STS) 
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have an accuracy of 94.53% and 97.93%, respectively.” When 
compared with other methods of this form, promising results 
are expected from the proposed approach to enhance this type 
of sentiment analysis. The study [6] attempted to classify text 
and sentiments in Twitter data by examining mean k-
clustering and TF-IDF to weigh features depending on the 
simple Bayesian classifier and multiple Chi-squared feature 
selection algorithms. To show strength and weak points, this 
approach was compared to other variants of the Bayesian. 
After executing the experiments, the study concluded that the 
proposed method specifies more fantastic performance than 
too many others. To enhance the analysis of sentiments in 
Twitter data, a way of classification was proposed in [7] based 
on maximum entropy classification. They were using features 
such as n grammar, word clusters, and comment dictionaries. 
The result showed that applying various dictionaries of 
comment as attributes performance was increased compared 
to using only one even when extra cluster information and 
feature space were added. 

III.PROBLEM STATEMENT 

Sentiment analysis is meant to establishing specific 
strategies for language processing and text mining to 
differentiate textual data. The abundance of online datasets 
and sophistication of social media platforms led researchers to 
focus more on analyzing sentiment and its associated 
applications [8]. In recent years, several approaches to 
sentiment analysis have been designed and developed. Most 
of these approaches have been based on machine learning and 
deep learning algorithms. Although good results have been 
obtained with these two techniques, many literature references 
show that deep learning has better outcomes [1]. However, the 
deep learning algorithms' complex structure has increased 
computational time for model training in data. Examining 
previous research, we conclude that these models are usually 
very accurate in training data. In the test data, the accuracy of 
the model has decreased. These models face over fitting in 
sentiment analysis and text processing due to the high number 
of features. Also, there is an unbalanced data set problem in 
sentiment analysis. Unbalanced data is generally referred to as 
a dataset in which the number of samples representing a class 
is less than other samples in different classes. This situation 
becomes problematic in classification when a class, which is 
usually an absolute or minority class, is not shown in the 
dataset. In other words, the number of incorrect observations 
exceeds the correct observations in a class. This problem has 
been repeatedly observed in the analysis of sentiment analysis. 
Low data quality may affect classification performance due to 
class imbalances or incorrectly labelled items[9]. 

IV. METHODOLOGY 

A. Dataset 

The US Airline dataset was extracted from multiple 
sources for the top 10 US airline carriers, such as Twitter 
tweets and online reviews of Skytrax. It analyzed a total of 
14640 tweets from 7700 users. Twitter data was scrapped as 
of February 2015 and contributors were asked to identify 
positive, negative and neutral tweets first, followed by a 
categorization of negative reasons (such as "late flight" or 
"rude service") [6].  The dataset performed by us on the 80-20 
rule uses a train-test split where %80 of the data is used for 
training and is used for testing the remaining %20. 

B. Text Pre-processing 

Text pre-processing methods are essential because they 
provide the tools needed to convert text from natural language 
to machine-readable format. In this step, all letters in the text 
data are converted to lowercase or uppercase letters and 
numbers are converted to words. Numbers that are not related 
to text analysis and lead to meaningful data products can be 
removed from the text data. Also, punctuation marks are 
removed from accent marks, and the space between textual 
data, stop-words, scattered terms and specific words is 
removed. The steps and procedures for pre-processing text are 
examined [1]. After preparing text data, the next step is to 
normalize collected text data. The essential methods of 
normalization for text pre-processing are: 

• Convert all letters in text data to lowercase letters or 
uppercase Letters. 

• Convert numbers to words or remove numbers from 
text data. 

•  Delete punctuation, accent marks and diacritics. 

• Clear Whitespaces of text data. 

•  Expanding abbreviations. 

•   Delete stop-words, sparse terms and particular words. 

•   Canonicalization of text data. 

C. Feature Selection Based On Chi-square Correlation 

Chi-square correlation-based feature selection is one of the 
filter-based feature selection methods. In this method, features 
that have a high correlation with each other are removed. This 
feature selection method measures the significant difference 
between the observed frequency and the two features' 
expected frequency. According to the two-variable data, the 
chi-square statistic is predicted based on the difference 
between what is seen in the data and what is expected in the 
absence of a relationship between variables. To fully 
appreciate the concept, two feature categories are studied [9] 
namely: independent (or predictor) and dependent (or 
response). The features that are heavily dependent on the 
reaction are being selected. However, when both are 
independent properties expected, and observed values are 
similar, they have a lesser Chi-Square value. Producing a 
significant value of the Chi-square is means having an error in 
the independence hypothesis. To make it more concise, any 
feature with high value can be used to train the model. 

𝑐ℎ𝑖 − 2(𝑡, 𝑐) = ∑𝑡∈{1} ∑𝐶∈{1}
(𝑁𝑡,𝐶−𝐸𝑡,𝐶)

2

𝐸𝑡,𝐶
                           (1)             

In this formula, we show the observed frequency with N, 
the expected frequency with E, period t and class C. The high 
value of chi-square indicates that the hypothesis of 
independence of two features is not correct. As the correlation 
between the independent and dependent variables increases, 
the chi-square index shows a weaker fitting. The chi-square 
value's sensitivity is to the sample size (this index is usually 
significant in the high number of samples). If there is a 
correlation between the independent category feature 
(predictor) and the dependent category feature (response), the 
probability of correct prediction of the class occurrence 
increases. As a result, the feature with the high value of chi-
square is selected as the associated feature. 
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V. CLASSIFICATION TECHNIQUES 

Classification in sentiment analysis means categorizing 
knowledge into various groups based on the equation to 
evaluate the text's sentiment. Our research used two 
techniques for binary classification (positive and negative) of 
the US Airline dataset, namely, the GRU network and the 
proposed model (GRU with chi-square). 

D. GRU Network 

The Gated Recurrent Unit network architecture was 
proposed by Chou et al. in 2014. This architecture is designed 
to address traditional recurrent neural networks' shortcomings, 
such as gradient vanishing problem and reduce overload in 
LSTM architecture. GRU is generally considered as a 
modified version of LSTM because both of these architectures 
have the same design and, in some cases, give excellent results 
in the same way. GRU uses concepts called update gateway 
and resets gateway. These gates are two vectors that are used 
to decide whether data is transmitted to the output or not. The 
unique point about these gates is that they can be trained to 
retain data about long time steps without changing over time 
(during different time steps). In Fig (6) the structure of the 
GRU network is described [10]. 

         Figure. 2. The structure of the GRU network 

Instead of LSTM model, we used the GRU model, because 
one of the main problems in the LSTM network is maintaining 
multiple features from several steps back in time is associated 
with problems. In the GRU recurrent neural network, the 
concept of update gates has been used to solve this problem. 
An update gate is a switch that specifies whether to use the 
previous state or input (or a combination of both) in a time 

step. With this new feature, the network can easily affect a 
state from several previous time steps in the next few  time 
steps in long sequences. In other words, the network will keep 
elements from the distant past in its memory and exploit it. 

A. Proposed Model (GRU with chi-square) 

Gradients are used in neural networks to update 
parameters. Each parameter is changed according to the 
amount of effect it has on the network's final result. The 
vanishing problem indicates that the gradients' values 
gradually shrink as they move toward the beginning of the 
network, causing weight changes to be negligible. The 
training process slows down dramatically. This can cause the 
training process to be stopped in more severe cases, usually 
due to the network's considerable depth. Recurrent neural 
networks have a great depth because each time step is a layer 
in the feed-forward networks in this type of networks. The 
possibility of a gradient explosion and the gradient values 
gradually become so large that eventually the model fails and 
an overflow occurs in the calculations. In the LSTM network, 
we provide the network with the ability to retain multiple 
features by imposing restrictions on the freedom of parameters 
(by placing new gates) in the optimization process. But the 
ability to retain various features from several time steps back 
in the LSTM network is problematic. Therefore, I used the 
GRU network in this article. In this network, the forget gate 
and the input gate are combined and turned into a single 
update gate. Single and hidden states are also integrated, so 
the GRU model is more straightforward than the standard 
LSTM model. This added feature in the GRU has an 
advantage over the LSTM: 

• First, each unit can remember a specific feature in the 
next long time steps' input flow. Any feature that is 
recognized important by the GRU update gate can be 
retained without being overwritten and lost. 

●     The second and perhaps most crucial point is that this 
new feature practically creates shortcuts that ignore 
several time steps and allow the production error to 
transfer in the post-propagation phase without 
disappearing very quickly. This reduces the problems 
associated with vanishing gradients. 

Despite the advantages of GRU network, GRU network 
training in training data is associated with high computational 
time. Also, reviewing previous research, we conclude that this 
model usually has good accuracy in training data, but the 
accuracy of the model decreases in experimental data [11]. To 
solve this problem, feature dimensions reduction method has 
been used. Feature dimensions reduction can be defined as a 

         Figure. 3. The proposed model (GRU with chi-square) 
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combination of a search technique to suggest a subset of new 
features, along with an evaluation that rates a subset of 
different features. The simplest algorithm is to select a set of 
possible features that minimizes the error rate. This is a 
comprehensive search and is computationally difficult for 
every feature set except the smallest feature set. But the 
selection of the correlation-based feature of the independent 
category (predictor) and the dependent category (response) 
has a lower computational load. The chi-square correlation 
feature selection method is one of the correlation-based 
feature selection methods used in the proposed method. Fig 3 
Shows the flowchart of the proposed method, which is a 
combination of chi-square correlation-based feature selection 
and GRU network and in the following, we will describe its 
steps [12, 13, 14, 15]. 

VI. RESULTS AND DISCUSSION 

The results obtained through GRU and GRU with chi-
square, both trained on the US Airline dataset, are discussed 
in this section, and the results are compared based on metrics 
such as precision, accuracy, recall, and f1 score. One of the 
key tasks in constructing any deep learning model is to 
evaluate its performance. By computing different metrics, the 
performance of each technique used in this work is calculated, 
and the ultimate aim behind working with other metrics is to 
understand how well a deep learning model can do on unseen 
data. The following metrics are used in this work: Accuracy is 
the proportion of the samples correctly analyzed to the total 
number of samples. 

● Precision Aimed at measuring model exactness. It is 
calculated as the ratio of several correct reviews as 
predicted to the number of predicted reviews (TP+FP) 
in a way that a containing class (c) may be either 
negative or positive. 

            𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)                                         (2) 

● Recall: : It is measured as the ratio of TP to the 

number of actual reviews (TP+FN) and having a 

negative or positive class. Through that, the model 

completeness is measured. 

 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)                                         (3)  

● Accuracy: This is aimed at the measurement of 

model correctness. Calculating accuracy is 

conducted by taking the ratio of correctly predicted 

reviews to total review under investigation. 

            𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)    (4)  

● F1 score: Being primarily utilized for optimizing the 

model, it is an indication of the average recall and 

precision. The score can be used for optimizing recall 

or precision.  

 𝐹1𝑠𝑐𝑜𝑟𝑒 = 2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +

𝑅𝑒𝑐𝑎𝑙𝑙)                                                                                                                   (5)  

In the above equations, TP is the true positive and 
predicted correctly. FP is the false positive and predicted 
incorrectly, TN is the true-negative and predicted correctly. 
FN is the false-negative and predicted incorrectly. The 
experimented dataset split into training, validation, and testing 
set. The training set was given 80% of the dataset, while the 
testing was given 20% of the dataset. The following 
arrangements were derived from the outcomes of the proposed 
models. At 256 nodes, the number of nodes in the GRU was 

implemented. The networks began training from 8 to 1024, 
which increased by 2n in each experiment, where n is the 
number of nodes. To prevent the networks from remembering 
the training set that is useful for controlling the over fitting 
problem, each of the models is configured with a dropout 
layer. An Adam optimizer was used to compile the models, 
also trained by the MSE loss with the batch size of 100. The 
values of the hyper-parameters are chosen after performing 
many tests. Based on the presented results (Table 1), the 
Accuracy, Precision, Recall, and F1 score of the prediction of 
the proposed method (GRU+ chi-square) in the US Airline 
data set was 96.21%, 96.38%, 95.15% and 96.12%, 
respectively. Finally, the comparison of the results with the 
GRU network also shows that feature selection has a positive 
effect on increasing this network's accuracy. The GRU 
network's prediction accuracy based on the results obtained in 
Table (1) was76.54%. Which by chi-square feature selection 
approach reached 96.21%. We also had over-fitting due to a 
large number of features in the US Airline dataset. The chi-
square method has solved this problem. Normally there are 23 
features, but I chose 20 features, and the accuracy of the model 
has been dramatically increased. 

Techniques Accuracy Precision Recall F1 score 

                GRU 76.54 76.55 76.12 76.30 

GRU with chi-square2 96.21 96.38 95.15 96.12 

Table 1: Results and performance comparisons of the models 

Also, by examining the accuracy of the model in each epoch 

in Figure (4), we find that the proposed model's accuracy does 

not improve after the epoch 9 in the US Airline dataset. 

Specifically, the optimal values of the epochs for the US 

Airline database are 10, too.

 
 

Figure 4: Best model statistics of correct and incorrect predictions 

VII. CONCLUSION  

  In this paper, we present a combination of feature selection 

methods based on chi-square correlation with the GRU 

network, which increases the GRU network's computational 

accuracy. In explaining this result, it can be said that the GRU 

network usually has good accuracy in training data, but the 

accuracy of the model decreases in testing data. This problem 

has been solved with selecting the chi-square feature by 

choosing the features that are highly dependent on the 

response, and so increases the accuracy of the GRU network. 
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This method increases the probability of correctly predicting 

the class's occurrence by selecting the independent category 

(predictor) feature that has a high correlation with the 

dependent category (response) feature. However, the method 

presented in this framework has unavoidable problems such 

as generalizing the results based on other datasets and 

searching across the feature subsets required in the subset 

construction step, needs its computational complexity. 

Therefore, the chi-square feature selection method requires 

further studies, and its comparison with other feature selection 

methods is necessary. Also, we used the connection of the 

forget gate and the input gate to prevent the production of 

additional information. 
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Abstract—Due to the evolution of technology, Human Com-
puter Interaction has become a crucial field of interest. Over
the past decade various research has been accomplished in this
field and still are ongoing. Facial expressions play an important
role in non-verbal communication and also in Human Computer
Interaction. Emotions on a human face say a lot about our
thought process and give a hint on what is going on inside our
brain. In this Paper a method of Facial Emotion Recognition
is implemented (FER) using Convolutional Neural Networks
(CNN) which can be used for the classification of facial emotion
expressions in real time. This work and experiment can be used
for emotion analysis while people watch movie trailers or video
lectures or other purposes.

Index Terms—Convolutional Neural Network, Transfer Learn-
ing, Facial Expression Recognition, Neural Network

I. INTRODUCTION

Human Computer Interaction has gained consideration due
to the high usage rate of technology. Therefore, FER using
machines has become a trend topic of interest for experts and
researchers over the last decade.

Furthermore, an application or device able to detect
and classify human expressions in real time is required. This
emotion classification can be used later in psychology to
understand the human mind or also help devices to have a
better idea about the user needs or requirements.

FER is not limited to that, it can be used in association with
other systems in order to furnish safety. For instance, ATMs
could be set up such that they won’t dispense money when
the user is scared. In the gaming industry, emotion-aware
games can be developed which could vary the difficulty
of a level depending on the player’s emotions. By judging
their expressions during different points of the game, a
general understanding of the game’s Software for cameras
can use emotion recognition to take photos whenever a user
smiles[11].

This paper aims to discuss about a method developed
to implement a FER system using CNN. The system will be
able to do the classification of seven human face expressions
such as happiness, neutral, fear, disgust, anger, surprise and
sadness.

Furthermore, with the help of a webcam, the so-called
model will be used for the categorization or classification of
human faces in real time. This experiment can then be used
later to analyze user expressions in order to make easier the
understanding of user requirements and needs.

The rest of this paper is as follows: in Section 2, there
is an introduction about the Related Works. Section 3 about
the Methodology. In Section 4 we will show our experiment
result, and the experiment settings. Then we finish with our
conclusion in Section 5 and Future Works in Section 6.

II. RELATED WORKS

In the last previous years FER has been and still a
trend topic for researchers because of its various usage in
robotic, Computer Vision, and especially Human Computer
Interaction[1][2][3]. Paul Ekman, 1994 has presented six
universal expressions. He has described the positioning of
faces, and the muscular movements required to create these
expressions in his study (Ekman, 1997). This study has
proved to be very useful in the research of FER.

The Facial Action Coding System (FACS), developed
by Swedish anatomist Carl-Herman Hjortsjö, is a coding
system used to taxonomize human facial movements based
on their appearance on the face. This system, which was later
adopted by Ekman & Friesen (2003), is also a useful method
of classifying human expressions. FER systems were mostly
implemented using the FACS in the past.

However, recently there has been a trend to implement
FER using classification algorithms such as SVM, neural
networks, and the Fisherface algorithm (Alshamsi, Kepuska
& Meng, 2017; Fathallah, Abdi & Douik, 2017; Lyons,
Budynek & Akamatsu, 1999). In order to promote researchers
to improve the FER2013 which was designed by Goodfellow
et al. Kaggle organized a competition. Using CNN with
some image transformation was the technique which led the
top three teams to success [7]. The winner, Yichuan Tang,
achieved a 71.2% accuracy by using the primal objective of
an SVM as the loss function for training and additionally
used the L2-SVM loss function [8].
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A paper presented by Pramerdorfer and Kampel [9]
describes the approaches taken by six current state-of-the
art papers and ensembles their network to achieve 75.2%
test accuracy on FER2013, which is, to our knowledge, the
highest reported in any published journal paper.

Among the six papers, Zhang et al. achieved the highest
accuracy of 75.1% by employing auxiliary data and additional
features: a vector of HoG features was computed from face
patches and processed by the first FC layer of the CNN (early
fusion).

They also employed facial landmark registration, suggesting
its benefits even in challenging conditions (facial landmark
extraction is inaccurate for about 15% of images in the FER
dataset) [4]. The paper with the second highest accuracy
by Kim et al. utilized face registration, data augmentation,
additional features, and ensembling [5].

There are several challenges with implementing the FER
system. Most datasets consist of images of posed people with
a certain expression. This is the first challenge, as real time
applications require a model with expressions which are not
posed or directed. The second challenge is that the labels
in the datasets are broadly classified, which means that in
real time there might be some expressions which the system
might be able to classify correctly.

There are many FER systems, such as Affectiva, and
Microsoft’s Emotion API (McDuff et al., 2016; Linn, 2015).
These systems have become very popular in applications
where FER is required.

III. METHODOLOGY

A. The Dataset

We used FER2013 dataset from the Kaggle competition
(Goodfellow et al., 2013)to implement the FER system. The
images in this dataset are black and white images, having
48x48 size grayscale images. The dataset contains 38,887
images varying in lighting, scale, and viewpoint.

The dataset file is in a csv format containing columns and such
as ”Label”, ”Number of images” and ”Emotion”[10].Moreover
the so-called dataset has 28,710 images as training set, as for
the public and final test, 3587, 3590 respectively[10]. We can
have a look at some examples of the dataset in Fig. 1, and
the explanation of the dataset in Table 1.

An image of each class is shown.

Fig. 1 FER2013 dataset sample images

Table 1. FER2013 dataset description [6]

The Convolutional Neural Network was implemented with the
help of Keras and Tensorflow. This Network can be improved
with the help of a stronger CPU [10].

B. Convolutional Neural Networks

A Convolutional neural network is a neural network
comprised of convolution layers which does computational
heavy lifting by performing convolution. Convolution is a
mathematical operation on two functions to produce a third
function. It is to be noted that the image is not represented as
pixels, but as numbers representing the pixel value. In terms
of what the computer sees, there will simply just be a matrix
of numbers. The convolution operation takes place on these
numbers. We utilize both fully-connected layers as well as
convolutional layers. In a fully-connected layer, every node is
connected to every other neuron. They are the layers used in
standard feedforward neural networks.

Unlike the fullyconnected layers, convolutional layers
are not connected to every neuron. Connections are made
across localized regions. A sliding ”window” is moved across
the image. The size of this window is known as the kernel or
the filter. They help recognise patterns in the data. For each
filter, there are two main properties to consider - padding and
stride. Stride represents the step of the convolution operation,
that is, the number of pixels the window moves across.
Padding is the addition of null pixels to increase the size of
an image. Null pixels here refers to pixels with value of 0.
If we have a 5x5 image and a window with a 3x3 filter, a
stride of 1 and no padding, the output of the convolutional
layer will be a 3x3 image.

This condensation of a feature map is known as pooling.
In this case, ”max pooling” is utilized. Here, the maximum
value is taken from each sliding window and is placed in
the output matrix. Convolution is very effective in image
recognition and classification compared to a feed-forward
neural network. This is because convolution allows to reduce
the number of parameters in a network and take advantage
of spatial locality. Further, convolutional neural networks
introduce the concept of pooling to reduce the number of
parameters by downsampling. Applications of Convolutional
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neural networks include image recognition, self-driving cars
and robotics. CNN is popularly used with videos, 2D images,
spectrograms, Synthetic Aperture Radars.[11]

C. Process of FER
The implementation of FER is divided into three steps. In

the first step which is the preprocessing, we are preparing
the dataset such that it works on a generalized algorithm
and also works efficiently. In the second step, which is the
face detection, we are detecting face from the images being
captured in real time.
And our last step is the emotion classification, we are
classifying the input image into our seven classes by the
implementation of CNN. A description of the steps is shown
in fig. 2.

Fig.2 Implementation phases

Pre-processing:
To get rid of the noise, the variation in illumination, the
color and size, that the input image may contain in order
to get faster and accurate results on the algorithm, some
preprocessing implementations were done on the images. The
so-called used techniques were first of all Normalization, then
Grayscaling, and lastly image resizing.

Normalization was done to remove the illumination variations
in order to get better face image. Grayscaling was done
to convert the colored image input into an image whose
pixel value depends on the intensity of light on the image.
Grayscaling is done as colored images are difficult to process
by an algorithm[6]. Image resizing was done to remove the
useless or unnecessary image parts. As a result it increases
the computational speed and also diminish the memory.

Face detection:
Lets start with to the primary step of FER which is the face
detection. Haar cascade are kind of classifiers able to detect
an object in a video or an image for which they have been
trained. They are trained over a set of positive and negative
facial images[6].

The reason behind choosing Haar cascade is because of
its fame in object detection and also its high accuracy results.

Haar features detect three dark regions on the face [6],
the eyebrows for example.

The computer is trained to detect two dark regions on
the face and using fast pixel calculation their location is
decided. The unnecessary background data is successfully
removed by Haar cascade from the image and detect the
facial region from the image.

OpenCV was used for the implementation of Haar cascade
classifiers for the face detection step. This method was
originally proposed by Papageorgiou et al, using rectangular
features which are shown in figure 3 (Mohan, Papageorgiou
& Poggio, 2001; Papageorgiou, Oren & Poggio, 1998).

Fig.3. Haar features (Shan, Guo, You, Lu, & Bie, 2017)

Emotion Classification:
Here our model will be classifying the image into one of
the seven categories – Sadness, Happiness, Anger, Disgust,
Surprise, Fear, and Neutral. A category of neural network
known as CNN was used for the training because of its high
accuracy in image processing. First we split the dataset into
training an testing datasets, and then trained on the training
set. Feature extraction was done after feeding it into CNN.
The following steps were used for the emotion classification
phase:

• Data Splitting: According to the usage label in the
FER2013 dataset, the data was split into 3 categories
such as Training, PublicTest and PrivateTest. For the
generation of the model Training and PublicTest were
used, and for the model evaluation PrivateTest.

• Training and Model Generation: The architecture of our
neural network was as follows.

- Convolutional layer: here a learnable filter which
is randomly instantiated is convolved or slid over the
input. The operation implements the dot product between
the filter and each local region of the input. As output
we have a 3D volume of multiple filters, which we can
call feature map also.

- Max Pooling: To diminish the spatial size of the
input layer we use the pooling layer, to reduce the size
of the computational cost and input.

- Fully Connected Layer: In the fully connected
layer, there is connection between each neuron from the
previous layer and the output neurons. The size of the
final output layer is equal to the number of classes in
which the input image is to be classified.

- Activation function: The activation function is used for
only one reason which is to reduce the overfitting. The
ReLu activation function was used in the CNN, because
its gradient is equal to 1 always. That is to say that most
of the error is passed back while the implementation of
back propagation.
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- Softmax: Softmax is a function which takes a vector
of N real numbers and normalizes it between (0,1) values.

- Batch Normalization: To speed the training process
we use batch normalization; another benefit of batch
normalization is that it applies a transformation that
conserve the mean activation close to 0 and the activation
standard deviation close to 1.

D. Model evaluation

The obtained model during the Training phase was later
evaluated on the validation test, that contains 3589 images.

E. Model usage to classify real time images

By using the concept of transfer learning, we can detect
emotion in images captured in real time. The generated model
from the training phase is composed of pretrained values
and weights, that can be used to implement a new facial
expression detection problem. Since the so-called model
already contains weights, FER becomes faster for real time
images. In fig. 4 the CNN architecture is shown.

Fig. 4 CNN Architecture [6]

IV. EXPERIMENTAL RESULTS

The results were obtained by the implementation of CNN
algorithm. It was remarked that the training and testing set
was decreasing after each epoch. The batch size was 256,
which did not change during all the experiment.
To get better results the following changes were done in the
neural network:

• Epoch number: We observed that the accuracy of the
model increased when we increased the number of
epochs. Furthermore, a high number of epochs causes
overfitting. In the end we concluded that eight epochs
resulted in minimum overfitting and high accuracy.

• Layer numbers: The neural network is composed of three
hidden layer and one fully connected layer. Totally six
convolutional layers were built using ReLu activation
function.

• Filters: We observed some changes in the accuracy while
we changed the number of filters. For the first two layers
the number of filters applied on the network was 64, and
for the third layer it was left as 128 constantly.

A. Accuracy:

The final state-of-the-art model gave a test accuracy of
60.12% and a training accuracy of 79.89% as we can see in
the table. The used architecture was able to classify correctly
22936 out of 28709 images from the train set and 2158 out
of 3589 images from the test set. In table 2 you can see the
results of some experiments done on CNN.

Table 2. Accuracy from three experiments[6]

Table 3. Shows a brief comparison of the proposed system
with other related works[6].

Table 3. Comparison with related works [6]

B. Loss and accuracy over time:

We remark that the loss and the accuracy decrease after
each epoch. The training versus testing cure for the accuracy
remains the same over the first five epochs. The training
and test accuracy along with the training and validation loss
obtained from our dataset FER2013 using CNN is given in
Table.3.

Table 3. Accuracy per epoch [6]
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Fig.5. Graph of training and validation accuracy per epoch[6]

Fig.6. Graph of training and validation loss per epoch[6]

C. Confusion Matrix

The confusion matrix that was created for the test data is
discussed in Figure 7. The dark squares around the diagonal
indicates that the test data is conducting the classification
correctly. Whereas the number of right classifications for
disgust and fear is poor, as we observed.

The numbers on each side of the diagonal indicate the
number of images that have been correctly identified.
We can assume that the algorithm has been efficient
and obtained state-of-the-art results as these numbers
are lower relative to the numbers on the diagonal.

Fig. 7. Confusion Matrix represented as a heatmap [6].

V. CONCLUSION

In this paper we discussed about an approach for FER using
CNN. We created a CNN model on the FER2013 dataset and
experiments with the architecture were done to achieve a test
accuracy of 0.6012 and a validation accuracy of 0.8978. This
state-of-the-art model were used to classify emotions of users
in real time with a webcam. The webcam captures images and
uses them to classify the emotions.

VI. FUTURE WORKS

Our remark is that to improve this model, we need more
better images with more quality and more specific, we
do not forget to mention that also the webcam and the
background has a huge impact on the real time classification.
Another opinon is that OpenCV should be improved for best
image capturation. Also there were less numbers of images
compared to the overall such as disgust, so this can affect the
accuracy also. So more pictures should be used approximately
for all emotions.
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Abstract— Machine learning and artificial intelligence 

methods are well established in image analysis, making them 

suitable for the analysis of chest X-RAY (CXR) images. Earlier 

work on Severe Acute Respiratory Syndrome (SARS) and 

Middle East Respiratory Syndrome (MERS) have confirmed 

their applicability in the diagnosis of pulmonary diseases. This 

has led to much recent attention in the analysis of CXRs using 

deep learning architectures for the detection of COVID-19 in a 

clinical setting. Here a simple Convolutional Neural Network 

(CNN) model is proposed for classifying CXR images into one of 

the three classes, viz., Normal, Covid Pneumonia (CP) and Non-

Covid Pneumonia (NCP). Here we show that performance of a 

simple CNN architecture is comparable to that of deep 

architecture like VGG-16 in classifying a CXR image as CP 

class. Dataset used for training is collated from multiple open-

source repositories and, to the best of our knowledge, is the 

largest among all publicly available COVID-19 datasets. In this 

study impact of various factors like input image dimensions and 

batch size on model’s performance is discussed. With portable 

chest radiography now being commonly used for early disease 

detection and follow up of lung abnormalities, there is a clear 

scope of the simple CNN model for assisting health experts in 

triaging patients in the current pandemic situation.  

Keywords— Convolutional Neural Network, consolidation, 

ground glass opacities, Residual connections 

I. INTRODUCTION  

The Corona Virus disease (Covid-19), first observed in 
Wuhan, China, in December 2019, is an infection of the lungs 
caused by a newly discovered virus named Severe Acute 
Respiratory Syndrome Corona Virus 2 (SARS-CoV-2). In this 
one year, more than 91.7 million cases have been reported 
globally with over 1.96 million deaths. The virus travels into 
the lungs through bronchial tubes causing inflammation of 
mucous membranes in lungs resulting in shortness of breath 
in patients. Main symptoms of the patients infected with the 
virus are fever and cough. Though in majority of individuals 
it manifests as mild to moderate respiratory illness, people 
with medical history such as cardiovascular diseases, diabetes, 
other respiratory ailments, cancer, etc. are susceptible to 
serious illness and death. Vaccinating the whole population is 
a humongous task, and early detection and isolation of the 
infected people are still the best ways in mitigating the 
situation.  

Reverse Transcriptase-Polymerase Chain Reaction (RT-
PCR) is the most sensitive test available to detect the virus. 
However, false negative rate of RT-PCR in Covid-19 
detection is quite high; highest within first five days of 
exposure (~ 67%) and lowest on day 8 after exposure (21%). 
That is, in the best-case scenario, one out of five infected 
individual will have a negative test result. Further, viral load 

pkinetics of SARS-CoV2 differs from patient-to-patient [1]. It 
is also time consuming and laborious method and a faster 
preliminary screening method is desirable. Chest radiography 
(X-rays) or Computer Tomography (CT) imaging have been 
proposed for identifying COVID-like infections in the lungs. 
These alternative methods can be used as a preliminary tool 
before RT-PCR or along with RT-PCR for prioritizing 
admission of patients in hospitals/ICUs. Chest radiography 
image analysis requires the expertise of radiologists which 
may create a bottleneck in decision-making process. 
Computer aided systems using Machine Learning (ML) 
methods can assist the radiologists in interpreting CXR 
images and aid in faster triaging of patients. Convolutional 
Neural Network (CNN) is one of the popular architectures of 
Deep Learning models applied in image analysis. Various 
CNN architectures, viz., Resnet, DenseNet, Inception, etc. 
have been proposed for diagnostic and prognostic analysis of 
CXR and CT scans of COVID-19 patients and have been 
shown to exhibit performance comparable to human experts 
[15]. In this paper we propose a multi-class classifier based on 
a simple convolution neural network (CNN) to classify new 
Covid-19 images from other pneumonia diseases and normal 
individuals with high accuracy and recall. Its performance 
with deep learning method, e.g., VGG-16, is discussed.  

A. Abnormalities in the lungs 

Chest X-Rays and CT scans are seen to exhibit 

characteristic abnormalities in the lungs of COVID-19 

patients such as multiple regions of Ground Glass Opacities 

(GGO), which may sometimes be associated with 

Consolidations mostly in the middle and lower lobes of lungs. 

The abnormalities could be bilateral and are mostly seen in 

the peripheral areas of lungs. Like with any pneumonia, 

COVID-19 also causes the lung density to increase, seen as 

whiteness in the lungs in chest radiography images. Based on 

disease severity, the lung markings in the images exhibit 

different patterns; when partially obscured it is called a 

ground glass pattern and when completely obscured by the 

whiteness, it is called consolidation [2]. Progression of the 

disease is evident from the images in Fig.1; (a) normal, (b) 

showing GGO on first day and consolidations in (c) on tenth 

day for the same patient. Need for expert radiologists can 

become a bottle neck in triaging patients in pandemic and 

computer-assisted image reading can accelerate the decision-

making process. Even though CT scans give more detailed 

features, most radiology societies around the world do not 

recommend CT scans for diagnosis of COVID-19 unless a 

patient is critically ill. Moreover, X-Ray machines are 

portable, cheaper, and faster compared to CT scans, and thus 
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more practical in handling the overload in pandemic 

situations. 

 

Fig. 1. (a) Normal Posterior-Anterior (PA) chest radiograph of a patient 
taken 12 months before COVID-19 infection (b) AP radiograph of the same 

patient taken when infected with COVID-19 taken on first day showing 

Ground-glass opacities (GGO) in the periphery of both lungs in the mid and 
lower zones, (c) Dense Consolidations in the image, taken on 10th day shows 

progression to severe COVID-19 Pneumonia. (Reproduced from [2]) 

II. RELATED WORK 

Various deep learning architectures have been proposed 
for classifying chest X-ray images into Normal, COVID-19 
and Pneumonia due to various other causes such as bacterial, 
fungal, etc. These studies have either used pre-defined 
architectures such as ResNet, VGG, Exception, UNet, etc. 
pre-trained on ImageNet database [3] or have synthesized very 
complex models on these deep layered architectures. For 
example, CovidNet [4] uses a tailor-made design pattern 
based on ResNet architecture that comprises projection-
expansion-projection-extension (PEPX) pattern of multiple 
Conv layers generated using a Generator-Inquisitor pair to 
obtain an optimal model. CoroNet based on Xception 
architecture consists of 71 layers, using depth wise separable 
convolution layers along with residual connections for 
classifying X-ray images into four classes, Normal, 
Pneumonia bacterial, Pneumonia Viral and COVID-19 [5]. 
Another DL model uses ConvLSTM and CNN for binary 
classification of COVID-19 and non-COVID-19 cases [6]. It 
has the capacity to encode spatiotemporal information in its 
memory cell and replaces fully connected layers in LSTMs to 
overcome redundancy in spatial data. VGG-16 architecture 
has been used in the model by [7]. In the first step it identifies 
if a CXR indicates presence of pneumonia and in the next step 
classifies Pneumonia samples into COVID or non-COVID 
pneumonia, a binary classification. CoroNet model [8], 
comprises two modules for three-class classification: a Task 
Based Feature Extraction Network module (TFEN) and 
COVID-19 Identification Network module (CIN). TFEN is a 
Feature Pyramid based AutoEncoder (FPAE) network with 
seven layers of convolutional encoder and decoder blocks, 

while the CIN is a pre-trained ResNet-18 network. Multiple 
pretrained models such as VGG-16 [9], VGG-19 [9], 
Inception V3 [10], etc. have been used and their performances 
compared with a customized CNN in [11]. Here the models 
are iteratively pruned by removing 2% of neurons from the 
convolutional layers with zero neuron activations. The best set 
of pruned models are considered for constructing an ensemble 
and various strategies used to combine their predictions for 
three-class classification. In [15], a review of deep learning 
approaches for classification of CXR and CT images to detect 
COVID-19 is discussed in detail.   

 These studies suffer from one common problem of data 
imbalance due to limited publicly available COVID-19 chest 
X-ray images. Various approaches have been used to address 
this problem. For example, using data augmentation methods 
which include operations such as rotation, horizontal flips, 
intensity shifts, zooming, etc. are applied to COVID-19 X-
rays to handle class imbalance problem in some studies [4], 
[7]. In [6], image augmentation techniques using Generative 
Adversarial Network (GAN) was proposed to increase the 
number of COVID-19 images along with random under-
sampling done on majority classes in [5]. Further, majority of 
the proposed models were pre-trained on ImageNet database 
for better initialization of weights [4], [5], [7], [8], [11]. 

III. DATA 

In this study, we have constructed Chest X-Ray dataset by 
collating six different publicly available data repositories., the 
links are summarized in Table I. Link to first five datasets is 
obtained from https://github.com/lindawangg/COVID-Net/ 
blob/master/docs/COVIDx.md and the sixth dataset is 
provided by a cardiothoracic radiologist from Spain in his 
twitter handle and contains 132 images from 50 COVID-19 
patients. COVID-19 images are collected from all the links 
except the NIHCC resource from which only normal and 
pneumonia images are obtained. The constructed dataset 
consists of a total of 14,308 images across 14,092 cases 
comprising 8066 normal (8066 cases), 5575 Pneumonia (5549 
cases) and 749 COVID-19 images (477 cases). All the images 
were resized to 224×224 pixels. To the best of our knowledge, 
this dataset has the largest number of 749 publicly available 
Covid-19 images. 

TABLE I.  PUBLICLY AVAILABLE REPOSITORIES USED FOR 

CONSTRUCTING THE DATASET USED IN THIS STUDY. 

 Links for Datasets Reference 

1.  https://github.com/ieee8023/covid-chestxray-dataset [12] 

2.  
https://github.com/agchung/Figure1-COVID-

chestxray-dataset 
[4] 

3.  
https://github.com/agchung/Actualmed-COVID-
chestxray-dataset  

[4] 

4.  
https://www.kaggle.com/tawsifurrahman/covid19-

radiography-database 
 

5.  
https://www.kaggle.com/c/rsna-pneumonia-detection-
challenge (which came from 

https://nihcc.app.box.com/v/ChestXray-NIHCC)  

[13] 

6.  
https://threadreaderapp.com/thread/124392858198 
3670272.html 

 

 

To address the problem of data imbalance, 649 COVID-
19 images used for training were subjected to image 
augmentation techniques and a total of 5663 training images 
were generated. The final dataset used for training and testing 
is given in Table II. The training set was further split into 
training and validation sets in the ratio 80:20.  
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TABLE II.  BALANCED DATASET FOR MODEL TRAINING AND TESTING 

Data Normal Pneumonia COVID-19 

Train 5966 5475 5663 

Test 100 100 100 

IV. EXPERIMENTS 

Motivated by the success of CNNs in image analysis we 
propose a model for Detecting COVID-19 using CNN, called 
‘DeCoV-CNN’ and its architecture is given in Fig. 2. The 
model consists of five layers of convolutional filters: the first 
layer has 16 filters followed by 32, 64, 128 and 256 filters in 

successive layers. All kernels are of size 33 and a zero 
padding was used to make the input and output width and 
height dimensions the same. As shown in Fig. 2, a ‘maxpool’ 
layer was added after first convolution layer and a ‘batch 
normalization’ followed by ‘max pool’ layer added for the 
remaining four convolutional layers. A dropout layer was 
added after the fourth and fifth convolutional layers to avoid 
overfitting. The convolutional layers were followed by dense 
layers with 512, 128, 64 and 3 nodes in each layer. Dropout 
layers were also used after each dense layer. The output layer 
had a ‘softmax’ activation function and previous layers of 
convolution and dense layers used ‘Relu’ and loss function 
used was ‘categorical cross entropy’. 

Two models were built on the above framework. In the 
first model called, CNN1, only one convolution layer was 
used in each convolution block, while in the second model, 
called CNN2, two Conv layers were used in each convolution 
block, shown by dotted lines in Fig. 2.  Since convolutional 
layers are expected to capture more subtle patterns from CXR, 
performance of CNN1 was compared with CNN2 by adding 
an extra Conv layer in each block. The number of parameters 
in the two CNNs range from 2-6 million depending upon the 
input dimensions used.  Further, a VGG-16 model, pre-trained 
on ImageNet database, was downloaded from Keras for 
evaluating the performance of the two models, CNN1 and 
CNN2. In VGG-16 model, after pre-training only the 
convolution layers were used for fine tuning and classification 
of CXR images. The top most fully connected layers in this 
model were replaced with four customized fully connected 
layers of 512, 256, 128 and 3 nodes in each layer respectively. 

 

Fig. 2. Architecture of DeCoV-CNN with two convolution layers in each 

convolution block, model CNN2, is shown. In CNN1, the second Conv2D 

layer is removed from each convolutional block (shown as dotted 

rectangles). 

V. IMPLEMENTATION DETAILS 

The models were implemented using Tensorflow with 
Keras backend. Optimizer used was ‘adam’ and default 
learning rate was set to 0.001. Learning rate was scheduled to 
reduce by monitoring the validation loss for a period of 2 
epochs, i.e., if the loss did not improve for two epochs, the 
learning rate was reduced. All the models were trained for 10 
epochs since beyond 10 epochs the accuracy was found to be 
stagnate. The experiments were performed using Google 
Colabarotory with GPU. The training data was generated 
using ‘ImageDataGenerator’ class and ‘flow_from_directory’ 

function of Tensorflow with validation split of 0.2. The 
function takes path of a directory as input and generates 
batches of data for training after shuffling the data. Different 
batch sizes were used for analysis as described in the 
experiments section. Testing data was also generated using the 
same function with input directory set as ‘test’. 

VI. RESULTS 

Performance analysis of the two CNN models for 3-class 
classification of chest X-Rays is carried out and compared 
with the pre-trained VGG-16 network. Here we show that the 
performance of CNN model, assessed in terms of sensitivity 
and PPV is comparable to the deep network, VGG-16 model, 
in classifying CXR into 3 classes, Normal, Covid Pneumonia 
(CP) and Non-Covid Pneumonia (NCP). An important feature 
of any DL model is its training cost which is typically 
measured in terms of the number of parameters required for 
achieving the classification. Most DL models proposed for 
identifying COVID-19 using CXR images require over 10 
million parameters with initialization of weights by 
pretraining on ImageNet database [3]. Training such big 
networks is highly time consuming and difficult to deploy on 
smaller devices and in a clinical setting. The DeCoV-CNN 
model has much fewer parameters, ~ 2-6 million, thus making 
it easily portable to smart devices for clinical applications.  

Accuracy and loss curves are two important plots that help 
us understand how the network is training. Loss curves give a 
snapshot of training process and the direction in which the 
network learns. We expect the loss to decrease as the network 
learns over the epochs. If training and validation loss plots 
start departing consistently, it is indication that training should 
be stopped at previous epoch. Accuracy plot gives information 
about over-training, and larger the gap between training and 
validation accuracy, larger is the problem of overfitting. 

Three metrics used for the performance evaluation of 
models are: Accuracy, Sensitivity (recall) and Positive 
Predictive Value (PPV) or precision. Accuracy gives the 
proportion of true results to the total number of cases: 
(TP+TN) /(TP FP+TN+FN), where TP, TN, FP and FN 
correspond to the number of true positives, true negatives, 
false positives and false negatives, respectively. It measures 
fraction of correct classifications. Sensitivity is defined as the 
ratio of true positives to all positive cases, TP/(TP+TN) and 
gives the proportion of correct positive results. Positive 
Predictive Value (PPV) gives the proportion of positively 
classified cases that are truly positive: TP/(TP+FP), and is a 
measure of how relevant a positive result is. Accuracy is a less 
biased metric as it includes all four parameters TP, FP, TN and 
FN in its calculation. 

Below we discuss performance evaluation of the proposed 
model DeCoV-CNN in classifying CXR images. In the first 
analysis we present the comparison of two CNN models, 
CNN1 and CNN2 with the deep network, VGG-16, pre-
trained on ImageNet database. The dimension of the input 

CXR images considered is 2242243 and all the three 
networks are trained for 10 epochs with batch size of 64. 
Accuracy and loss curves on training and validation sets over 
training epochs are shown in Figure 3 for the three models. 
Training and validation accuracy is seen to improve over the 
epochs for two CNN models (3(a) and (b)), however, 
validation accuracy departs from the training accuracy in case 
of VGG-16 model (3(c)). 
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Fig. 3. Accuracy and loss curves for training and validation steps. (a) CNN1 

model, (b) CNN2 and (c)VGG-16 model  

 Training and validation loss curves decrease and approach 
values 0.4 - 0.5 for CNN1 and CNN2, similar to validation 
loss for VGG-16 though its training loss was ~0.1. This 
indicates that a simple CNN architecture can learn better 
compared to the deep VGG architecture. Accuracy values are 
given in Table III and Sensitivity and Positive Predictive 
Value (PPV) metrics are summarized in Table IV. Though 
training accuracy is 96% for VGG-16 model, validation and 
test accuracies are no better than CNN models. Test accuracy 
achieved by CNN1 is 0.88, comparable to VGG-16, and better 
than CNN2, ~ 0.80. Among the two CNN models, CNN1 is 
observed to achieve better training and testing accuracies even 
with fewer number of convolutional layers. That is, the 
performance actually improved on decreasing the number of 
convolutional layers in this case. This shows that simple 
CNNs are as good as deep neural network like VGG for this 
problem. Looking at other metrics, for the COVID-19 class 
PPV of 0.99 is obtained for CNN1 and 0.96 for CNN2 and 
VGG-16. This indicates the ability of CNN1 model in 
labelling COVID-19 images correctly with higher precision, 
i.e., with fewer false positives. Sensitivity is slightly lower for 
CNN1 (0.67) and CNN2 (0.64) compared to VGG-16 (0.79) 
for COVID-19 class while it is comparable for other classes. 
Higher sensitivity of the model indicates fewer false negatives 
in classifying CXR into COVID-19 or other classes. With 
availability of more COVID-19 CXR images, we expect the 
sensitivity of CNNs to further improve. 

Next, we assessed the effect of input image dimensions on 
the performance of two CNN models with the objective of 
finding any information loss on reducing the size of images. 
The networks were trained on two image dimensions, 

1501503 and 2242243 for 10 epochs with batch size 128. 
No significant difference in the accuracy and loss curves for 
training and validation was observed for the two image 
dimensions considered for both the models (results not 
shown). This has a significant impact in storage as well as 
computational efficiency in training the model. Sensitivity and 

PPV values are summarized in Table V for the two image 
dimensions. From Table V no difference in PPV values is 
observed for the two image dimensions (0.96) and sensitivity 

values are also comparable, 0.79 (2242243) and 0.77 

(1501503) for CNN1, indicating no information loss on 
reducing the image size. The test accuracy is also comparable, 
in fact marginally better in classifying COVID-19 cases using 
smaller image dimension for both the models (Table VI). 

TABLE III.  ACCURACIES OF CNN1, CNN2 AND VGG-16 MODELS 

USING  IMAGE SIZE 2242243 AND BATCH SIZE 64 

Model 
Accuracy 

Training Validation Testing 

CNN1 0.925 0.875 0.883 

CNN2 0.914 0.892 0.803 

VGG-16 0.968 0.886 0.877 

TABLE IV.  SENSITIVITY AND PPV OF CNN1, CNN2 AND VGG-16 

MODELS USING IMAGE SIZE 2242243 AND BATCH SIZE 64 

Model Metric COVID-19 Normal Pneumonia 

CNN1 
Sensitivity 0.67 0.97 0.89 

PPV 0.985 0.815 0.788 

CNN2 
Sensitivity 0.64 0.87 0.91 

PPV 0.955 0.821 0.717 

VGG-16 
Sensitivity 0.79 0.96 0.88 

PPV 0.963 0.835 0.854 

 

To study the effect of batch size, analysis was carried out 
on two different batch sizes, 64 and 128 (Table IV and Table 

V), keeping the image dimensions 2242243. Batch size 
refers to the number of images the model works on before 
updating its parameters and since the difference between the 
classes could be very subtle, a higher batch size would enable 
the model to learn better. The sensitivity values improved 
from 0.67 to 0.79 with respect to COVID-19 class on 
increasing the batch size for CNN1, indicating the model 
indeed learned better on considering higher number of images 
at a given time. 

TABLE V.  SENSITIVITY AND PPV OF CNN1 AND CNN2 MODELS 

USING TWO IMAGE DIMENSIONS AND BATCH SIZE 128  

Model Metric COVID-19 Normal Pneumonia 

Image Size: 2242243 

CNN1 
Sensitivity 0.79 0.91 0.88 

PPV 0.963 0.858 0.786 

CNN2 
Sensitivity 0.62 0.90 0.89 

PPV 0.939 0.818 0.718 

Image Size: 1501503 

CNN1 
Sensitivity 0.77 0.93 0.89 

PPV 0.963 0.877 0.781 

CNN2 
Sensitivity 0.70 0.95 0.86 

PPV 0.921 0.812 0.804 
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TABLE VI.  ACCURACY OF CNN1 AND CNN2 MODELS USING TWO 

IMAGE DIMENSIONS AND BATCH SIZE 128 

Model 
Accuracy 

Training Validation Testing 

Image Size: 2242243 

CNN1 0.9303 0.8702 0.8600 

CNN2 0.9144 0.8915 0.8033 

Image Size: 1501503 

CNN1 0.925 0.875 0.883 

CNN2 0.914 0.878 0.837 

 

Below we present comparison of our results with some 
recent studies using deep learning architectures for detecting 
COVID-19 from CXR images. COVID-Net [4] proposed by 
Wang and Wong has a very complex architecture based on 
ResNet with over 11.75 million parameters. The model 
achieved an accuracy of 93% for 3-class classification and 
reported 91% sensitivity and PPV 98.9% for COVID-19 class. 
For both the CNN models, accuracy and PPV values are 
comparable with this model. However, the sensitivity is lower 
for the simple CNN model (Table V). Khan et al [5] proposed 
CoroNet based on Xception architecture with 33 million 
parameters. It achieved an accuracy of 89.6% for 3-class 
classification. In the study by Rajaraman et al [11], an 
ensemble of architectures, viz., VGG, Inception, Exception, 
etc., is used and the best performing models pruned iteratively 
to improve the performance of classifiers. In this case an 
accuracy of 99% was reported, which is one of the best 
performing models reported. However, it involves a selection 
of multiple models, pre-trained on ImageNet, resulting in very 
large number of parameters and very high training costs. Most 
other studies that achieved high classification accuracies were 
binary classification models for COVID-19 vs other classes 
(viz., healthy/pneumonia/other non-covid infections) [6], [7], 
[14]. Compared to these very complex and deep architectures, 
the simple CNN model proposed here gives comparable 
accuracies with fewer layers and much fewer parameters. 
These results clearly show that one does not always require 
very deep layers to achieve good classification accuracies. 

VII. CONCLUSION 

In this study we show that a simple CNN model with 

fewer parameters can have performance comparable to a deep 

learning network in the classification of CXR images, making 

it possible to deploy on small hand-held devices such as smart 

phones. Here a detailed analysis of the performance of two 

CNN models for multi-class classification of CXRs in the 

context of COVID-19 is presented. Performance analysis of 

DeCoV-CNN with very deep networks shows its ability in 

identifying COVID-19 CXR images on par with other 

complex arcitectures. Further, in this model three-class 

classification (COVID-19 vs Other Pneumonis vs Normal) is 

carried out, and indicates the ability of the model to 

distinguish between pneumonia like symptoms due to 

COVID-19 from those due to other bacterial and viral 

infections with a high precision of 0.96. Our analysis showed 

no significant difference in the performance of the model on 

reducing the image dimensions. However, it was observed 

that the performance  improved for larger batch sizes. To 

summarize, a simple CNN with fewer layers but larger batch 

sizes performed very well in classifying the COVID-19 CXR 

images. It is expected that the performance of the proposed 

model would further improve with the availabilty of more 

COVID-19 CXR images for training. 
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Abstract— It is important that a photovoltaic (PV) panel 

under partial shading condition (PSC) be operated around the 

global maximum power point (GMPP) in order to the increasing 

efficiency of the PV system. Recently, meta-heuristic algorithms 

are used to determine and track the GMPP of PV systems. The 

firefly algorithm (FA) is preferred because of its basic structure 

and fast speed. In this study, the firefly algorithm is used to 

maximum power point tracking (MPPT) of PV system under 

PSC. Three simulation studies were carried out in MATLAB / 

Simulink environment to evaluate the performance of the 

proposed MPPT method. The results show that the performance 

of FA based MPPT under the PSC scenarios is satisfactory. 

Keywords— firefly algorithm, MPPT, partial shading 

condition 

I. INTRODUCTION  

Decreasing fossil fuel reserves, global warming, and 
environmental worries have been increased the demand for 
renewable energy sources. Photovoltaic (PV) systems have 
become the most favored renewable energy system in the last 
decades because of their advantages which are noiseless 
operation, reduced maintenance costs and high modular 
structure. However, the major disadvantage of PV systems is 
their high dependence on environmental conditions. 
Therefore, it is decisive to operate the PV array systems 
around the maximum power point to increase the efficiency of 
the PV system [1-2]. 

The current-voltage and power-voltage characteristic 
curves of PV arrays are nonlinear. The PV arrays with uniform 
insolation are formed a single maximum power point on the 
characteristic curves. Generally, the classical MPP tracking 
methods that consist of incremental conductance (IC) 
algorithm, perturb and observe (P&O) algorithm and fuzzy 
logic controls are successful in drawing maximum power from 
PV panels with uniform solar irradiance distribution [3-4]. 

Due to the environmental factors such as trees, clouds, or 
tall buildings around the PV power plant, PV panels in an 
array may receive different solar irradiance. This situation is 
called partial shading conditions (PSC). Characteristic curves 
of PV arrays under PSC have more than one MPPs. One of 
these points is called the global MPP (GMPP) and others are 
called local MPPs (LMPP). The above-mentioned classical 
MPPT methods are insufficient to track global MPP in a PV 
system under PSC. Different meta-heuristic optimization 
methods such as firefly and cuckoo search, Genetic, Particle 
Swarm optimization algorithms are used in order to overcome 
this problem [5].  In this study, the GMPP convergence 
performance of the Firefly algorithm is evaluated by 
simulation studies that were carried out in MATLAB / 
Simulink environment. 

The present paper is organized as follows. The modelling 
PV system under PSC is given in Section II. The proposed 
firefly algorithm is explained in Section III. The performance 
of the FA based MPPT method is examined in IV.  Finally, 
the conclusions of the study are explained in Section V. 

II. MODELLING PV SYSTEM UNDER PSC 

A PV array will only have one MPP in its characteristic 
curves unless it is under environmental factors such as clouds, 
rain, dust, trees, and building shadows [6]. Although, when the 
mentioned environmental conditions occur, the characteristic 
curves of the PV array will have multiple MPP. Uniform 
insolation and partial shading condition on a PV array are 
illustrated in Figure 1a and 1b respectively. The characteristic 
curves of the PV array under PSC are shown in Figure 2. 

 

(a) 

 

(b) 

Fig. 1. PV array under uniform insolation (a) and PSC (b) 
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(a) 

 

(b) 

Fig. 2. The characteristic curves of the PV array under PSC 

The curves illustrated with yellow color in Figure 2 belong 
to the PV array with uniform insolation (i.e. unshaded array). 
As shown in Fig. 2, The partial shading condition causes more 
than one maximum power point on power-voltage and 
current-voltage curves of the PV system. Whole MPP values 
illustrated with pink color on this figure are called as local 
MPP (LMPP) and the highest value among these LMMPs is 
called the global MPP (GMPP) [7-8]. 

A. Firefly Algorithm 

Among the meta-heuristic optimization algorithms, the 
firefly algorithm (FA) which is inspired by the flashing 
7behavior of fireflies and was introduced by Yang [9-10] is 
used for many optimization problems such as MPPT under 
PSC. This algorithm is managed by two main operators, 
brightness and degree of attraction [11]. 

The FA is based on three assumptions. First, all fireflies 
are unisex and any firefly will be attracted to the brighter one. 
Second, based on the space between fireflies itself and any 
other, the attractive one is determined to its brightness. If there 
is no brighter one in a firefly colony, each one will move 
randomly. Finally, the brightness of a firefly is determined by 
the value of the objective function of a given problem [12-13]. 
The FA is referred by three equations. Distance between two 

fireflies is defined as follows:  

2

, ,1
( )

s

kl k l k m l mm
r x x x x

=
= − = −  (1) 

where kx  and lx are positions of the fireflies k  and l . ,k mx

and ,l mx are the m th components of the fireflies. s  is the 

number of dimensions. The attractiveness (or brightness), 

is a function of fireflies distance and is given by 

( )0( ) exp ( ) ,     1n

klr r n  = −   (2) 

where 0 is initial attractiveness,  is absorption coefficient 

and n is constant. The movement of a firefly is defined by the 

following equation: 

1 ( )( ) ( 0.5)t t

k k k lx x r x x  + = + − + −  (3) 

where  is random movement factor to be in [0, 1] and   is 

a random number uniformly distributed [0, 1]. The steps of the 
implementing of FA to proposed controller are illustrated in 
Figure 3.  

 

Fig. 3. Flowchart of Firefly Algorithm 

III. SIMULATION RESULTS 

In this section, the MPPT system based on Firefly 
Algorithm is modeled using MATLAB/Simulink 
environment and Sim Power System Toolbox. The model of 
proposed MPPT control method for PV system has been 
shown in Figure 4. Whole simulation parameters that are 
consist of values of the DC-DC converter, firefly algorithm 
MPPT, and Matlab/Simulink are given in Table 1. In order to 
evaluate the performance of the proposed MPPT control 
method, the simulation studies are implemented under three 
PSC scenarios. The panel temperature values of all studies are 
selected as 25℃. 

Start

Set the constant parameters 
and determine fitness 

function of FA

Generate initial population 
of FA

Compute the fitness of 
fireflies from objective 

function

Update the fireflies position 
and compute the fitness of 

new positionof fireflies

Rank the fireflies and find 
the global best

Sort fireflies and calculate 
fitness function values

Termination criteria 
satisfied?

Set the best solution

Yes

Increase the 
iteration number

No
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Fig. 4. Simulation model 

TABLE I.  WHOLE SIMULATION PARAMETERS 

DC-DC Converter 

Inductor L 3.3 mH 

Capacitor C1 220 µF 

Capacitor C2 150 µF 

Load Resistance RL 30 Ω 

Switching Frequency f 20 kHz 

Firefly Algorithm 

Number of Fireflies N  4 

Firefly Attractiveness 0  1.5 

Light absorption 

coefficient 
  10 

Random Parameter   0.2 

Matlab/Simulink 

Solver ode23tb 

Sampling time 0.01 s 

 

The insolation levels, P-V and I-V curves of PV panels 
under PSC scenarios are illustrated in Figure 5a-c. The figures 
show that the variations of GMPP values against different 
insolation levels. The GMPP values of PSC scenarios have 
been located in different regions of the characteristic curves of 
the PV array in order to evaluate the effectiveness of the 
proposed MPPT method. The GMPP values of patterns are 
calculated as 85.36 W, 101.2W, and 140W respectively. Total 
simulation time is determined 0.4s for all scenarios in order to 
investigate MPP tracking efficiencies and speeds.  Simulation 
results of PV power and duty cycle of DC-DC converter 
obtained from FA based MPPT for PSC scenarios are shown 
in Figure 6.  

 

(a) 

 

(b) 

 

(c) 

Fig. 5. The insolation levels (a) P-V curves (b) and I-V curves (c) of PV 

panel under PSC scenarios. 
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(a) 

  

(b) 

  

(c) 

Fig. 6. The insolation levels (a) P-V curves (b) and I-V curves (c) of PV 

panel under PSC scenarios. 

As Figure 6(a) is examined, the tracking speed and 
efficiency of FA based MPPT for pattern-1 have been 
calculated at 70ms and 99.55 % respectively. In this scenario, 
the output power value of PV panel is 84,98W after the 
settling time. The GMPP value was 85,36 W and the proposed 
method caught the MPP successfully. As Figure 6(b) is 
investigated, proposed method has 70 ms tracking speed and 
99.95 % tracking efficiency. In this scenario, the output power 
value of the PV panel is 101,15 W after the settling time. The 
GMPP value of pattern-2 was 101,2 W, and the performance 
of FA-based MPPT is satisfactory.  As shown in Figure6(c), 
the tracking speed and efficiency of proposed MPPT method 
for pattern-3 have been calculated at 90ms and 99.42 % 
respectively. In addition to this, when the duty cycle changes 
of three PSC scenarios are examined, the proposed FA based 
MPPT algorithm is more effective against GMPP located on 
the left side of characteristic curves than other sides.  

IV. CONCLUSION 

This paper examines the performance of the firefly 
algorithm based MPPT for PV system under partial shading 
conditions.  In order to assess the performance of the proposed 
FA based MPPT method, three PSC patterns are developed by 
using MATLAB/Simulink environment. The performance 
results of FA based MPPT controller obtained from simulation 
studies show that the proposed controller has high tracking 
speed and efficiency for MPPT of the PV system. The 

simulation results are obviously shown the effectiveness of the 
proposed MPPT algorithm under PSC scenarios. 
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Abstract—Fresh water is a vital resource for the survival
of our population. In countries like Bangladesh where clean
water is scarce, overusing or wasting household water limits
the availability of it for other communities to use for drinking,
cleaning, cooking or growing and thus contributes to disease,
illness, or agricultural scarcity/starvation. In relation to this the
key concern is to develop an efficient, cost effective and real-time
system that monitors leakage in the tank, water overflow and the
turbidity of the water. Additionally, the system does not require
any user interaction.

Index Terms—Real time, Sensors, Arduino, Water Quality,
Ultrasonic transmitter

I. INTRODUCTION

Water is a daily necessary resource for life, health, economic
development and the ecosystem all over the world. As water is
precious to everyone, its availability and quality are essential.
We all need to drink water to keep our bodies hydrated; not
just any water, but clean drinking water. It is recommended
that adults should consume at least 8 glasses of water per day.
Water is involved in every bodily function from digestion and
circulation through to the control of body temperature and
the excretion of waste products. The water in our bodies is
continually being used or lost from the body. This is how we
maintain that 70% of body water volume. Food, soups, soft
drinks and beverages all use water to make them. Therefore we
must try to reduce water wastage and use clean water. Hygiene
is next on the priority list. It is said that “cleanliness is next to
godliness”. Many waterborne diseases like cholera, typhoid,
dysentery, dengue fever, and viral hepatitis A are results of
people utilizing dirty water for drinking or bathing. Water
can get contaminated by chemicals, viruses, or bacteria that
might later affect those who use it. Some waterborne diseases,
like cholera, are not only contagious if not taken care of in a
quickly manner, but they can also be fatal. Malaria may not
be a wholly waterborne disease, but is a result of mosquitoes
breeding in stagnant water. It is safe to say that stagnant
water is polluted water, therefore not safe for consumption.
According to kid’s health, water helps the body get rid of
waste in urine, sweat, and solid waste. It is also found in the
lymph nodes, where it helps the body build up and sustain
the immune system. Whatever food growing method you are
involved in, let it be known that you will not be harvesting if

there is no water. This is also true if your crop does not get
the required amount of water to fully develop and bear fruit.
Whether your crops are rain fed or irrigated, the magic word
here is water. Drinking Water Helps Maintain the Balance
of Body Fluids. Human body is composed of about 60%
water. The functions of these bodily fluids include digestion,
absorption, circulation, creation of saliva, transportation of
nutrients, and maintenance of body temperature. Water Can
Help Control Calories. Water helps keep skin looking good.
Our skin contains plenty of water, and functions as a protective
barrier to prevent 11 excess fluid loss. Water helps our kidneys.
Body fluids transport waste products in and out of cells. Water
helps maintain normal bowel function. As we can see that
without drinking water human existence is almost impossible.
Our proposed system is fully automated. In our proposed
system we can always get fresh water with minimum human
interaction. Our system does not allow polluted water to be
supplied to the user. The system also indicates if it is time to
clean the tank or not. Water wastage is a huge problem in our
country. Using this system we can reduce the water wastage
by a large margin.

II. RELATED WORK

An automated water utilization monitoring system is pro-
posed in [1]. This paper proposes an effective way of con-
trolling the wastage of water at home, colleges, hospitals,
industries, shops, and malls by the use of LabVIEW software
and Wireless sensor nodes. This particular water usage track-
ing device includes three separate modules. They are Wi-Fi
sensor module, Central module, Server module. The wireless
sensor module collects the data and records from each water
outlet. At the server all of the computation is performed and
the signals are generated and also the central module acts as
a user interface between the server and the sensor module.
The system is fully automated and Iot based. The detection
of the finding leakage is done using fluid mechanics and
kinematics physics based on harness water flow rate data
gathered using flow liquid meter sensor and Arduino UNO
as the microcontroller. In [2] From the given results we can
see that the proposed method is able to work stably and
efficiently to determine the location of the leakage which has a
maximum distance of 2 meters, and it’s able to determine the
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leak location as close as possible with flow rate about 10 liters
per minute. A real time water quality monitoring is done by
using data acquisition, method and transmission with increase
in the wireless device 15 network technology in the internet
of things. [3] The gathered results and values from the sensors
are interfaced by microcontroller and the processed results and
values remotely to the core controller ARM with a WI-FI
protocol. Parameters of water like temperature, pH level, water
level and CO2 by multiple different device nodes are selected
by WQM. This methodology sends the information directly
to the web server. The uploaded data is refreshed within a
specific interval time. The data can be accessed from the web
server from any part of the world. LDR and LED sensor
based water turbidity meter is used in [4]. Nephelometric
Method is a method of measuring the turbidity of water by
passing a light source on water so that the intensity of light
reflected by the substances causing turbidity can be known.
With the use of led as a light source and photodiode as a light
detector, and combined with processing using Arduino Uno
then the voltage obtained from the LDR sensor in the form of
analog data is processed into digital data and can be displayed
in the LCD. The proposed system in [5] is composed with
different sensors such as a water flow tracker, pH detector,
water pressure valve, and as a central controller, a raspberry
PI. To ensure fair and sufficient flood control for each link, a
water control machine is operated via a web portal depending
on water flow sensor value. Previous studies on the tracking
and identification of water pipelines in water pipes have been
performed. In [6], the authors conducted research using web
services and also Zigbee as a communication system, as well
as some sensors, such as water flow sensors, level sensors
and temperature sensors in order to track the level of water
flow. In addition to web monitoring, the sensor owner may
also provide the owner’s personal cell phone number with
important details about the flow of water via SMS. The authors
conducted an experiment in this [7] to detect water pipeline
leakage. The study investigated the effect of different pipe
diameters on water flow pressure in the pipes and changes in
the temperature around the pipe. An FSR sensor has been used
to track changes in the diameter of the pipe, and temperature
sensors are used to measure the temperature within the pipe.
In this analysis, the authors used a 40 mm diameter Plastic
pipe with a steady concentration of 3 bar, as well as the other
research in [9] studied movement in the tube wall caused
by collisions between water flows to the walls of the pipe.
Using an MEMS sensor the vibration is calculated. If there
is a leak in the vessel, leakage is evaluated by comparing the
vibration of the normal water flow and the vibration. Tests are
determined by varying the pressure from 3 to 10 bar with a
continuous rate of 300 m3 / h of flow of water. In [10], a study
was carried out that evaluated the usage savings of water from
the tap using wireless sensor nodes. This study utilizes Rfbee
sensors as a transmitter and an information receiver to collect
data obtained from the flow rates transducer. Data obtained by
Rfbee sensors will be distributed to a device connected directly
to the Rfbee sensor via a wireless connection. In [8], research

has been carried out to track and regulate flow of water via a
web application. With the Arduino Hall Effect Flow Sensor,
liquid flow is determined, while Raspberry PI manages the
solenoid electro valve used to close or open the liquid motion
through to the pipe.

III. CURRENT SYSTEM

The current system is totally manual. As a result a lot of
water is wasted. If there is any leakage in the tank or any pipes
then there is no way of detecting in the current system. Water
loss through leaking pipes constitutes a major challenge to
the operational service of water utilities. A significant amount
of water is lost in the water supply system. Water leakages
have been a major problem for many regions around the
world. Fresh water is a vital resource for the survival of our
population. Seeing as less than 1% of the world’s water is
freshwater and available for us to consume there are limitations
that factor into our carrying capacity as a population on
Earth including the availability and distribution of freshwater.
Reduction of water leakages is an important goal for many
countries in the world as it will mean a reduction in the amount
of money and energy required on producing and pumping
12 water and also satisfaction of consumer needs through
improved reliability of the system. Water is a fundamental
human need. Each person on Earth requires at least 20 to
50 liters of clean, safe water a day for drinking, cooking,
and simply keeping themselves clean. Polluted water is not
just dirty, it’s deadly. Some 1.8 million people die every year
of diarrhea diseases like cholera. Tens of millions of others
are seriously sickened by a host of water-related ailments
which many of which are easily preventable. So clean water
is essential in our day to day life. In the current system there
is no way of detecting dirty water. Water overflow is a major
issue in our country. When the water tank is empty people turn
on the pump to fill up the tank but people usually forget about
the pump, as a result water falling from the overflow pipe is
seen. After seeing the overflow pipe people usually turn off the
motor. By this time a lot of water has been wasted. Sometimes
people ignore or don’t even notice the overflow pipe and let
the water fall until they finish the work at hand. This is an
alarming problem in our society. The proposed system will
solve water turbidity, water leakage and overflow problems of
the tank. This system will save electricity and reduce wastage
of water.

IV. PROPOSED SYSTEM

Our proposed system gives the current state of the water
turbidity, water level and leakage detection in real time. If
there is any problem the system will alert the user. All the
features are integrated together in one system. This system
is cost effective than the conventional systems we use. The
whole system is totally automated. The tank will contain two
pipelines. One is the supply line which connects the tank with
the pump and another one is the overflow pipe. The overflow
pipe is used to release the excess water when the tank becomes
full. Leakage may occur from either pipe or from the tank. The
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condition of the pump must be checked too. If the pump is
damaged then the water level will not rise. It is very hard to
detect a leakage in a system. The current water level of the
tank can be checked using the sensors placed inside the tank.
Three sensors will be used for detecting the leakage of the
system. The system monitor will display the condition of the
water constantly. If the water becomes muddy or dirty then
the sensor will detect the turbid and inform the user that the
water is dirty. It will be shown on the monitor. If the water is
too dirty and is unusable then the sensor will inform the user
13 that the water is too dirty. If the water is constantly dirty
then it will inform the user to clean the tank.

Fig. 1. System Design

The functionality of the proposed system is given below,

• Initially a sensor will be placed in the tank. That sensor
will be placed at the top of the tank.

• Then two more sensors are needed at the overflow pipe
and the supply pipe to ensure that water is flowing
through those pipes.

• First we must calculate how long it takes to fill up the
water tank. Using this information we will be able to
find out if there is any leakage or not. If there isn’t any
leakage then the water tank will be filled with in the
allocated time. If any significant delay occurs during this
process then we can assume that there must be leakage
in the pipe or the water tank or the pump is faulty.

• When the water is flowing through the supply pipe, the
sensor under the supply pipe will detect water first. This
ensures that there is no leakage in the pipe and the pump
is working properly because if there was any leakage then
the water wouldn’t flow to the tank and the sensor would
not detect any water.

• Another sensor is placed at the top of the tank and it
detects the water level.

• A sensor will scan the tank from top to bottom and give
feedback to the user about the condition of the tank’s
water level. If the water is at the top of the tank then the
sensor will inform the user and the system monitor will
show that the tank is full. If the water is at the middle
of the tank then the monitor will inform the user that the
tank is half full. If the water is at the bottom of the tank
then the monitor will inform that the tank is empty and
the pump will be turned on automatically by the system.

• The sensor which measures water flow in the supply pipe
will ensure that water is in the supply pipe but it will not
ensure that the water is going to the tank. To ensure that
both sensors must detect water in the tank, only then we
can be sure that water is flowing through the supply pipe
into the tank.

• For the pump to stop pumping water both the top sensors
need to be triggered. If the tank is in good condition
without any leakage then 14 we can assume that the pump
or the supply pipe is damaged or faulty.

• The sensor is responsible for ensuring that the water in
the tank is usable and drinkable.

• Two more sensors will be used in the system. One will be
placed at the top of the tank and another will be placed
at the bottom of the tank.

• Two sensors are used because each sensor can scan 100
liters of water each. The sensors will give feedback to
the user about the condition of the water.

• If the water is clean then the monitor will show that the
water is clean. If the water is dirty then the monitor will
have the message that water is dirty. If the water is very
dirty and totally unusable then the system monitor will
show that the water is too dirty.

• If the water is constantly dirty for more than 15 days then
it will inform the user to clean the tank.

V. HARDWARE DETAILS

For this system we use some sensors like turbidity sen-
sor, ultrasonic sonar sensor, 5V Relay Module Arduino and
water flow sensor. We also use some other hardware like
Arduino UNO, LCD display, battery, breadboard, water pump
and jumper wire for their connection. The model numbers,
specifications and details of these sensors and other hardware
are given below:

Ultrasonic Sensor (HC-SR04): HC-SR04 Ultrasonic (US)
sensor is a 4 pin module, whose pin names are Vcc, Trigger,
Echo and Ground respectively. This sensor is a very popular
sensor used in many applications where measuring distance
or sensing objects are required. The module has two eyes like
projects in the front which forms the Ultrasonic transmitter
and Receiver. The sensor works with the simple high school
formula that is: Distance = Speed × Time

The Ultrasonic transmitter transmits an ultrasonic wave, this
wave travels in air and when it gets objected by any material
it gets reflected back toward the sensor this reflected wave is
observed by the Ultrasonic receiver module as shown in the
picture below Now, to calculate the distance using the above
formulae, we should know the Speed and time. Since we are
using the Ultrasonic wave we know the universal speed of
US wave at room conditions which is 330m/s. The circuitry
inbuilt on the module will calculate the time taken for the
US wave to come back and turn on the echo pin high for
that same particular amount of time, this way we can also
know the time taken. Now simply calculate the distance using
a micro-controller or microprocessor.
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VI. PROPOSED ALGORITHM

We developed our full system by separating it into two parts.
One is Turbidity checking and the other one is Water flow and
leakage checking. In the Turbidity checking part we use the
algorithm implemented for water turbidity checking. Where
we have to consider ultrasonic sonar sensor’s data first because
the tank might be empty. So we compare the sonar sensor
result with the 5% of the tank’s maximum height. If the tank
is not empty then we will consider turbidity sensors data for
measuring water quality. Total result will be the average of

Fig. 2. System Implementation

those turbidity sensors data which will output non zero data.
Because if any turbidity sensor outputs zero then it means at
that height there is no water. Like, if there is X no of turbidity
sensors and the tank is 50% filled up so turbiditySensor1 and
turbiditySensor2 gives non zero data others give zero as data.
Then the total result will be the average of turbiditySensor1
and turbiditySensor2. So, total result = (turbiditySensor1+
turbiditySensor2)/X Then the clean Water Range, dirty Water
Range, very Dirty Water Range one after one. If the total result
of sensors is lesser than dirty Water Range then water will be
considered clean water. If the total result of sensors is greater
than or equal to dirty Water Range but lesser from very Dirty
Water Range then water will be considered dirty water. If the
total result of sensors is greater than or equal to the very Dirty
Water Range then water will be considered as very dirty water.
If the water is dirty or very dirty we have to wash the tank
manually and an alarm will be sounded. In the Water flow and
leakage checking part we use the algorithms implemented for
both no flow, underflow and overflow checking and leakage
and faulty pump checking. Here we derive a hybrid solution
from these two algorithms. Where we have to consider the
supply water flow sensor’s reading because supply water flow
sensor’s reading will assure if the water is flowing into the tank
or not. If the reading of the supply water flow sensor shows
no reading then it will be considered as no flow. But if there
is not no flow then we have to consider either normal flow
or underflow. If the reading of the supply water flow sensor
shows lower reading than our regular water flow criteria then
it will be considered as an underflow. But if it is not underflow
then we have to consider either normal flow. When water
flow is normal then there can be two consequences: Overflow,
Leakage or faulty pump. For checking overflow we have to

consider supply water flow sensor, overflow water flow sensor
and also ultrasonic sensor. If the water is flowing from the
supply pipe into the tank (supply water flow sensor reading is
within average limit) and at the same time the overflow water
flow sensor is also giving reading then it will define that the
water may be reached to the tank’s maximum storing limit.
Though it can be falsified if there is water in the sensor when
the water level of the tank is not actually that high. So we need
to consider the ultrasonic sensor because its reading will assure
if there is actually an overflow or not. If the reading of the
ultrasonic sensor shows that water level of the tank has reached
90% of the total height of the tank then it will be considered as
an overflow. 39 For checking leakage or faulty pump we have
to consider an ultrasonic sensor. The sensor will be placed to
the top of the tank. It will measure the current water level
distance. Whenever the pump is on continuous time interval
calculation will be started. If the interval time is 10minutes and
the water level cannot reach the lowest calibration of the water
level system will raise an alarm that the pump is not working
properly or there may be a leakage. In both cases overflow
detection and leakage or faulty pump detection, the system
will automatically turn off the pump For further discussion we
have used a table for better understanding and we define the
variable name in details which we have used in our algorithm.
Configuration Table:

VII. EXPERIMENTAL RESULTS

I have developed a lab prototype for simulating the project
we are proposing. There is reference picture of our prototype
system - Some typical dust was put on the surface of the water

Fig. 3. System Prototype

tank. Turbidity sensor was kept active for 1 hours without any
interruption.

VIII. CONCLUSION

The paper presents a detailed discussion and ways to
improve the existing water distribution systems. Also, a low
cost, less complex and much more efficient water distribution
system is proposed. The implementation enables one sonic
sensor to provide the information of water level to consumers
through a LED display, two turbidity sensors to measure the
turbidity level of the water and give appropriate feedback and
suggestions to the user and two water flow sensors to detect
any occurrence of leakage and overflowing from the system.
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TABLE I
CONFIGURATION TABLE

System Configuration Table
Data Description
water level Get water level height of the tank

using ultrasonic sensor.
minimum level Estimated time to reach minimum

level
getquality Get water quality of the tank

using turbidity sensor (tSensor),
“getquality” will be the aver-
age result of total (X) turbid-
ity sensors data. So, getqual-
ity=(tSensor1+ tSensor2+. . . . . . .+
tSensorX)/X

NTU Nephelometric Turbidity Units
cleanWaterRange 0-599 NTU
dirtyWaterRange 600-900 NTU
veryDirtyWaterRange Above 900 NTU
M Maximum height of tank
MINsf Minimum limit of water flow

through supply water flow sensor
AVGsf Average limit of water flow

through supply water flow sensor
MINof Minimum limit of water flow

through overflow water flow sensor
AVGof Average limit of water flow

through overflow water flow
sensor

flow rate Water flow sensor reading
current time Current calculated time
Estimated time Estimated time to reach minimum

level
current height Get current height using ultrasonic

sensor
min level Minimum level to reach with esti-

mated time (t)
supply flow Current Flow Rate from flow sen-

sor of supply pipe
estimated flow Estimated flow rate exist in the

flow sensor

TABLE II
TABLE TO TEST CAPTIONS AND LABELS

Turbidity Sensor Data Collection Table
Time Dust

Position
Turbidity level
(upper sensor)
NTU

Turbidity level
(lower sensor)
NTU

0 minutes At the top 489-683 97-102
30 minutes Almost at

the bottom
205-244 689-773

60 minutes Totally at the
bottom

97-254 665-753

In conclusion from our current system we can successfully
measure the turbidity level of the water and give feedback
to the user, water level in the container, detect leakage and
stop the water from overflowing. This allows us to save
time and reduce water wastage since the whole system is
fully automated and no user interaction is required. The
experimental setup can be improved by making it IoT (Internet
of things) based. Our current system requires wires to transfer
data to the LED display in order to inform the user. If we
convert the system into IoT (Internet of things) then the use
of wires will be limited and the user can check from anywhere

Fig. 4. Turbidity Sensor Data Collection Visualization

and anytime from his electronic devices such as smartphones,
laptops and tablets. This will make the interaction between
the user and system much more easy and comfortable. Also
by implementing this feature we can make the system faster
and efficient.
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Abstract — Online grooming is an ever-increasing problem 

in societies and the time spent online is recently started to rise 

drastically.  People can become anonymous whilst posting, 

sharing his/her own opinion, and being a part of online chatting. 

Option to be anonymous also brings together the chance for 

hiding personal identity when making an attempt on illegal 

activities. Online grooming is one of the significant areas of 

aforementioned actions and sexual predators can easily use 

online chatting platforms to quickly build a friendly relationship 

with children or teenagers to gain their trust and make them 

share their obscene media files. These sexual predators mostly 

try to convince their victims to meet and it may lead to having 

sexual intercourse with a minor. In order to draw attention to 

the huge challenge that most societies face, this study mainly 

aims to identify predators in the early stage of online 

communication.  The objective is to do an investigation to detect 

child grooming through online chat records by using Machine 

Learning techniques. In the first part of the study, it has been 

achieved to make a multi-label classification on a Wikipedia 

dataset with more than 97 percent accuracy, where a given text 

gets classified based on the toxicity types. The outcome of this 

work is also used in the second stage and herein PAN12 dataset 

has been used to train and test our model. We have ended up 

with more than 92 percent accuracy, where suspicious 

conversation messages from the chat records get identified and 

sexual predators can be recognized. 

Keywords— Child Abuse Detection, Online Sexual Predator 

Identification, Multi-Label Text Classification, Machine Learning 

I. INTRODUCTION  

As of October 2020, the number of active internet users 
has been reached around 4.66 billion people all over the world, 
amounting to nearly 50 percent of the whole population 
globally [1]. The number of messaging application users also 
exceeds billions world-wide. As people tend to use social 
applications with the spread of internet usage, it comes with 
unwanted troubles as well. More than 80 percent of the youth 
who resided in the USA could reach the internet and children 
whose ages were between 5 – 16 were spending nearly 7 hours 
a day on the devices having internet access. Even though the 
internet is a fabulous source of information, it may also 
become an environment full of danger, especially for children. 
One of the major reasons behind this issue is that there is no 
recognized way to regulate the usage of the internet. People 
can become anonymous whilst posting, sharing his/her own 
opinion, and being a part of online communication. Option to 
be anonymous also brings together the chance for hiding 
personal identity when making an attempt on illegal activities. 
Hence, any malevolent person can easily attempt to the 
solicitation, both in virtual and real life. Online solicitation 
addresses the moment when an adult asks for having sexual 
intercourse, being a part of undesired sexual actions, or having 

sexual talks in the online areas. When youth are compared to 
adults, their level of sense for making an inference regarding 
having an inkling of potential threats waiting after interaction 
with people who have ill-will against themselves. Based on 
the outcomes of a study, nearly 20 percent of the youths have 
been subjugated to sexual content without their acquiescence 
and nearly 10 percent of them have experienced unwelcome 
online sexual abuse [2]. Herein, we should not overlook the 
unreported solicitations, since most of the children feel quite 
ashamed and guilty preventing them to explicitly declare the 
situation they have been going through. Moreover, they may 
even not be aware of that the fact that they were abused. 
Online-facilitated child abuse could be done through many 
ways: The production, dissemination or possession of CSAM 
(Child Sexual Abuse Materials), also knowns as ‘’child 
pornography’’ in the general acceptance, sexting (sending or 
receiving of sexual texts or media files such as pictures or 
videos through technology usage), revenge pornography, 
online child grooming (befriending and building an emotional 
bridge with children to heighten their exiting curiosity about 
sex, with the ultimate aim of meeting them in real, by 
considering sexual benefits), active sexual harassment, sexual 
extortion (also known as sextortion), abuse of children over 
online prostitution, live streaming of sexual incident, and etc. 
[3] Online grooming is one of the significant ways of 
aforementioned sexual abuse actions and sexual predators can 
easily use online chatting platforms to quickly build a friendly 
relationship with children or teenagers to gain their trust and 
make them share their obscene media files. These sexual 
predators mostly try to convince their victims to meet and it 
may lead to having sexual intercourse with a minor. In order 
to draw attention to the huge challenge that most societies 
face, this study mainly aims to identify predators in the early 
stage of online communication. The objective is to do an 
investigation to detect child grooming through online chat 
records by using Machine Learning techniques. 

Structure of the rest of this paper is given below: 

 Section 2, introduces our project and mainly gives the 
background with the basic understanding and explanations of 
online child abuse. A detailed summary of the related work 
conducted in the literature is explained throughout this 
chapter. Section 3, describes the methodology that has been 
used throughout this study. Section 4, gives a presentation for 
the results of the conducted research and whole study. Section 
5, concludes with the suggestions and describes possible 
future works. 
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II. LITERATURE REVIEW 

A. Related Work 

A study focusing on child abuse identification in the public 
health sector with the examination of medical records, used 
feature extraction from the word clouds, with the help of 
classifiers such as SVM. The overall performance of this study 
has been stated as good-enough for daily usage. [4] 

Another study conducted in the collaboration with the 
Swedish Financial Coalition targeted to make a classification 
for illegal advertisement on Dark Net. In order to perform the 
algorithm by evaluating several classification models and 
feature extraction techniques, deep learning was used and it 
was seen that these deep learning models outperformed the 
standard methods. [5] 

State-of-the-art technologies were presented for analyzing 
internet crimes against children in a study, where the main 
purpose was to protect children from being abused by online 
predators, by developing automated tools. As a result, a 
program was developed, helping to correctly identify the 
online sexual predators 60 percent of the time. Following 
several updates in the second experiment, the identification 
ratio has been reached 93 percent. [6] 

In another study, each line in a conversation has been 
labeled and communication theories with computer 
algorithms were used for the identification of predatory 
messages. After using different machine learning algorithms 
that classified the lines based on a rule-based approach and 
phrase matching, the approach labeled the lines with 83.11 
percent accuracy where the experiment included 33 unique 
conversations. [7] 

The last sample work in the literature provided an 
overview of the PAN12 competition focused on sexual 
predator identification task internationally. This contest was 
considered a combination of two sub-challenges, the first, 
being the challenge to identify possible whole predators from 
the given chat logs, which consisted of both predatory and 
non-predatory data within. The latter challenge was the task to 
make an identification for which of the predators’ lines in the 
conversations can be marked as a moment for abusive 
behaviors to take place. [8] 

B. Types of Machine Learning Models 

Below figure gives an overview for the categorization of 
machine learning algorithms and both of our tasks fall into the 
category of supervised learning. 

 

Fig. 1. Types of machine learning algorithms [9] 

1. Supervised Learning 

Given a set of data points as {x(1) , ... , x(m)} and this dataset 
is associated with a set of outputs as {y(1) , ... , y(m)}. Then we 
would like to come up with a classifier which will learn how 

to make prediction (predict y from x). In our work, we used 5 
different supervised learning models in order to implement 
binary and multi-label classification tasks. 

a) Naïve Bayes 

Naive Bayes is a probabilistic machine learning model that 
is used for classification tasks. It is supposed that the features 
of each data point will be independent of each other. It is 
mostly used in sentiment analysis, recommendation systems, 
and spam filtering tasks. It is also very widely used for text 
classification tasks. The advantage is speed and being easy-to-
use. However, there is also a disadvantage related to the 
requirement of predictors to be independent. Typical types of 
the Naive Bayes classifiers are as follows: Multinomial Naive 
Bayes, Bernoulli Naive Bayes, Gaussian Naive Bayes, and so 
on. 

b) Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a type of classifier 
which is described by a hyperplane which is a V-1 
dimensional subspace of a V-dimensional vector space 
(Christopher M.). The main goal is to find the line which will 
maximize the minimum distance to the line. 

With the use of kernels, SVM is more powerful and 
helpful for solving classification problems. Some of the kernel 
options are Linear, Sigmoid, Gaussian, Polynomial... If the 
Linear kernel is used, learning of the hyperplane gets 
performed by making the problem transform into a linear 
algebra problem. SVM Classifier has a regularization 
parameter called C, in order to detect how much of the 
misclassification is tolerated for each and every data given as 
an input. Another parameter of SVM is gamma and it 
describes how far the influence of a particular input from 
training reaches. Majority of the time SVMs are chosen for 
classification tasks, especially binary classification. 

c) Logistic Regression 

Logistic Regression is one of the most commonly used 
methods for solving classification problems. This model 
works for computing the logarithm of the odds as a linear 
combination of predictors (independent variables). Logistic 
Regression is mainly a combination of the Sigmoid function 
and linear regression equation. The advantageous aspect of 
logistic regression is that high computational power is not 
needed. It is very easy to use and mostly used by data 
scientists. In contrast, there is a disadvantage of not being able 
to deal with a big number of features, and this classifier is not 
powerful when it comes to overfitting. 

d) K-Nearest Neighbors (K-NN) 

The K-Nearest Neighborhood (KNN) algorithm is one of 
the easy-to-implement supervised learning algorithms. It is 
used in the solution of both classification and regression 
problems but mostly used in the solution of classification 
problems in the industry. First, the k parameter is determined. 
This parameter is the number of neighbors closest to a given 
point. For example: Let k = 2. In this case, the classification 
will be made according to the closest 2 neighbors. With the 
help of the relevant distance functions, the distance of the new 
data to be included in the sample data set is calculated one by 
one according to the existing data. The nearest neighbors from 
the relevant distances are considered. It is assigned to the class 
of k neighbors or neighbors according to the attribute values. 
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The selected class is considered to be the class of the 
observation value expected to be estimated. In other words, 
the new data is labeled. 

e) AdaBoost 

 AdaBoost, in other words, Adaptive Boosting, is a 
commonly used machine learning method and it is known as 
one of the boosting algorithms. Boosting algorithms are used 
as a collection of classifiers with low accuracy, in order to 
build a highly accurate classifier. Boosting algorithms are not 
that much affected by the problem of overfitting. AdaBoost, 
Gradient Tree Boosting, and XGBoost are the most commonly 
used boosting algorithms and in this study we used AdaBoost. 
The main logic behind AdaBoost is about setting the classifier 
weights and sampled training data in each and every iteration. 
That way we can make sure of the accuracy of unusual 
records. 

2. Unsupervised Learning 

The main goal of unsupervised learning is to find the 
hidden layers in unlabeled data, {x(1) , ... , x(m) }. Here, the 
algorithm tries to identify patterns by studying the data. 
Unlike supervised learning, the machine makes a 
determination regarding the correlation and relationships 
checking the available data. The task for making the dataset 
convert into an organized version, the machine groups the data 
into clusters so that it will look more organized. 

3. Semi-supervised Learning 

It is quite similar to supervised learning. However, it 
combines the work on both unlabeled and labeled datasets. 
That way, the machine learns how to label the unlabeled data. 

4. Reinforcement Learning 

The main focus is to provide a set of actions and processes 
that can be considered as regimented learning. After 
monitoring and evaluating each and every result for the aim of 
determining the optimal one,  this learning type defines a set 
of rules in the beginning. In this approach, the machine is 
taught by trial and error. By learning from the previous 
experiences, the algorithm adopts as a response to the situation 
and tries to get the possibly best result. 

C. Evaluation Metrics 

Loss Function: It is defined as a function that takes the 
predicted values of z to correspond to the real value of y as 
input and shows how different they are. Some of the most 
commonly used loss functions are least-square error, logistic 
loss, hinge loss, cross-entropy, hamming loss and etc. 

 L : (z , y) ∈ R × Y ⟼ L (z , y) ∈ R 

Confusion Matrix: It is used in order to have a complete 
representation for the model performance assessment. The 
figure showing a simple confusion matrix is given as below: 

  Predicted Class 

  Positive Negative 

Actual 

Class 

Positive True Positive False Negative 

Negative False Positive True Negative 

Fig. 2. Binary confusion matrix  

Accuracy Score: It is the proportion of correctly classified 
predictions over the total number of predictions. 

Precision Score: It is the proportion of correctly predicted 
inputs over the total number of samples which belongs to that 
particular class. 

Recall Score: It is the proportion of correctly predicted 
inputs given all existing samples of that class. 

F- Score: It refers to the harmonic mean of Precision and 
Recall scores. 

TABLE I.  MOST COMMONLY USED EVALUATION METRICS 

Evaluation Metric Formula 

Accuracy  
TP + TN

TP + TN + FP + FN
 

Precision 
TP

TP + FP
 

Recall 
TP

TP + FN
 

Specificity 
TN

TN + FN
 

F1-Score 
2TP

2TP + FP + FN
 

True Positive Rate 
TP

TP + FN
 

 

Receiver Operating Curve (ROC: It refers to the plot 
representation of True Positive Rate (TPR) with respect to 
False Positive Rate (FPR). 

 

Fig. 3. Evaluation of ROC curves [10] 

Precision-Recall Curve: It is the summarization of the 
trade-off between the True Positive Rate (TPR) and positive 
predicted value. It is more useful for imbalanced datasets. 

 

Fig. 4. Evaluation of Precision-Recall curves [11] 

K-Fold Cross Validation: It is a widely used method for 
performance assessment. When the data is scarce, it is most of 
the time helpful to split the dataset several times creating 
multiple validations, as well as multiple training and test sets 
for making the assessment. A sample representation of K-Fold 
cross-validation is shown in Fig. 5. 
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Fig. 5. K-Fold cross validation [12] 

III. METHODOLOGY 

A. Data Gathering 

 Wikipedia Comment Dataset: This dataset is provided 

with a large number of Wikipedia comments that have been 

labeled by human raters for examining toxic behaviors. 

Dataset has been obtained via kaggle.com. 

 PAN12 Dataset: This dataset contains the training and test 

corpus for the ‘’Sexual Predator Identification’’ task of the 

Plagiarism Analysis, Authorship Identification, and Near-

Duplicate Detection (PAN) Lab. Dataset has been obtained 

via zenodo.org.  

B. Pseudocode for Toxic_Comment_Classifier 
1.df_train, df_test: Dataframes for train and test data 

2.label_list: [toxic, severe_toxic, obscene, threat, insult, 

identity_hate] 

3.contractions: List of abbreviations for normal and abusive 

languages, as well as encrypted sexting speech 

4.test_size: 0.33 

5.classification_models:[MultinomialNB, LinearSVC, 

LogisticRegression, K-NN, AdaBoost] 

6.for each comment_text in df_train and df_test: 

 #Apply cleaning 

 6.1.Remove HTML tags 

 6.2.Remove punctuations 

 6.3.Remove non-alphanumeric characters 

 6.4.Expand contractions 

 6.5.Apply stop-words removal 

 6.6.Apply stemming 

 6.7.Remove most commonly used words 

 6.8.Remove most rarely used words 

7.Apply oversampling to deal with data imbalance 

8.train,test: Split df_train into 2 dataframes with proportional 

to test_size 

9.for each model in classification_models: 

9.1.X_train: vectorized train 

9.2.X_test: vectorized test 

9.3.ngram_range: (1,2) 

9.4.for each label in label_list: 

9.4.1.model.fit(X_train, train[label]) 

9.4.2.prediction: model.predict(X_test) 

9.5.Display performance evaluation results comparing 

prediction and test[label] 

C. Pseudocode for Sexual_Predator_Identifier 
1.train_data, test_data: get raw data in XML format 

2.for each conversation in train_data, test_data: 

 2.1.if number_of_authors == 1: 

  2.1.1. remove conversation 

 2.2.if number_of_messages < 5: 

  2.2.1 remove conversation 

 2.3.if ratio_of_unrecognized_chars > 0.65 

  2.3.1 remove conversation 

3.for each XML tag in train_data: 

 3.1. convert tag into list 

4.df_train, df_test: Dataframes converted from tags for train and 

test data 

5.label_list: [sexual_predator] 

6.contractions: List of abbreviations for normal and abusive 

languages, as well as encrypted sexting speech 

7.test_size: 0.20 

8.classification_models:[MultinomialNB, LinearSVC, 

LogisticRegression, K-NN, AdaBoost] 

9.for each chat_message in df_train and df_test: 

 #Apply cleaning 

 9.1.Remove chat_message if it has 1 word 

 9.2.Remove HTML tags 

 9.3.Remove punctuations 

 9.4.Remove non-alphanumeric characters 

 9.5.Expand contractions 

 9.6.Apply stop-words removal 

 9.7.Apply stemming 

 9.8.Remove most commonly used words 

 9.9.Remove most rarely used words 

 9.10. Apply spell-check  

10.Apply oversampling to deal with data imbalance 

11.Identify abusive chat messages using previously built 

Toxic_Comment_Classifier and mark them in the newly added column 

called abusive_message 

12.X_train,X_test, y_train, y_test: Split df_train using 

test_size  

13.for each model in classification_models: 

13.1.X_train: TF-IDF vectorized train 

13.2.X_test: TF-IDF vectorized test 

13.3.ngram_range: (1,2) 

13.4.model.fit(X_train, y_train) 

13.5.prediction: model.predict(X_test) 

13.6.Apply hyper-parameter tuning to find best 

parameters 

14.Display performance evaluation results comparing prediction and 

y_test 

IV. RESEARCH FINDINGS & DISCUSSION 

In the first stage of our work, we have concentrated on 

classification of toxic comments, while in the second stage 

we focused on the task of sexual predator identification. For 

both of the specified sub-tasks, we basically used ROC curves 

and Precision-Recall curves, in order to measure and compare 

the performance results. Since our datasets are highly 

imbalanced, meaning that the distribution of the labels are not 

homogeneous, we could not rely on the Accuracy score. Most 

of the time, it needs to be clearly defined which classification 

metrics should be chosen, in the light of the problem domain 

and priorities. For example; we can better choose depending 

on what we would like to predict (class labels or 

probabilities). Assume that we want to predict the 

probabilities and we need the class labels; Precision-Recall 

curves would be more useful if the positive class label is more 

important for us, whereas ROC curves would be more useful 

if both of the labels are equally important. In our case checked 

both of them. Depending on further scenarios, both metrics 

would be giving an idea about which classification model 

should be used. For the purpose of a clearer interpretation, we 

also compared the basic metrics (Accuracy, F-Score, 

Precision, Recall) and displayed the graph considering their 

average values. 

A. Results of Toxic Comment Classification 

ROC Curves:  

 

 
Fig. 6. ROC curves of Multinomial Naïve Bayes 

 

Fig. 7. ROC curves of Linear SVC 
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Fig. 8. ROC curves of Logistic Regression 

 

Fig. 9. ROC curves of K-NN 

 

 
Fig. 10. ROC curves of AdaBoost 

ROC curves are basically drawn using False Positive Rates 

and True Positive Rates. As we checked the ROC curves of 

our classifier models, we have seen that  LinearSVC gives the 

best results, since the curves for all of the 6 labels are closest 

to the perfect curve given in Figure 3. We can also see that all 

of our classifier models performed better than normal case 

(random classifier) but K-NN classifier. As we checked the 

literature, it was seen that K-NN was not highly preferred as 

the others, as well. 

Precision - Recall Curves:  

 

 

 
Fig. 11. Precision-Recall curves of Multinomial Naïve Bayes 

 

Fig. 12. Precision-Recall curves of Linear SVC 

 

Fig. 13. Precision-Recall curves of Logistic Regression 

 

Fig. 14. Precision-Recall curves of K-Nearest Neighbors 

 

Fig. 15. Precision-Recall curves of AdaBoost 

Precision-Recall curves are used to depict the relationship 

between precision (also known as the positive predicted 

value) and recall ( also knowns as sensitivity). These curves 

often tend to have frequent zigzags with up and downs in the 

shape and for that reason, if we combine several classifiers in 

a single representation, it is more possible for them to 

intercept with each other when compared to ROC Curves. In 

our case, the Precision-Recall curves of the Linear SVC 

model are the best outputs, since their shape is closest to the 

perfect representation given in Fig 4. We can also see that 

Multinomial Naïve Bayes and Logistic Regression models 

have performed quite well.  
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Fig. 16. Performance metrics comparison of classifier models 

We can also compare the overall performance results in the 

light of the table given in Fig 16. For each metric, it is clear 

that Linear SVC gives the best results with more than 97 

percent achievement. According to the table, Logistic 

Regression would be our second preferrence and it could be 

followed by Multinomial Naïve Bayes and AdaBoost. 

However, K-NN  is not a good option to use as our classifier 

model. 

B. Results of Sexual Predator Identification 

 
While performing sexual predator identification task, we 
again used 5 different classification models. These are 
Multinomial Naïve Bayes, Linear SVC, Logistic Regression, 
K-NN and AdaBoost. Unlike the previous task, this time our 
target label was only sexual_predator. Since it is not a multi-
label classification problem as before, the overall result was 
not similar to the toxic comment classification and this time 
K-NN outperformed the other models. 

ROC Curves:  

 

 

 
 

Fig. 17. ROC curves of classifier models 

The ROC curves given above tells us that K-NN classifier 
outperforms the other classification model as its shape is much 
closer to the perfect case and the area under the curve is higher 
than the other models. We can also note that AdaBoost is not 

performing as expected. K-NN is followed by Logistic 
Regression, Linear SVC and Multinomial Naïve Bayes 
models as well. 

Precision - Recall Curves:  

 

 
Fig. 18. Precision-Recall curves of classifier models 

Based on the generated Precision-Recall curves, we can 

clearly see that K-NN model gives us the best results and it 

has the highest area under the curve. Multinomial Naïve 

Bayes, Linear SVC, Logistic Regression could be also 

considered as a good model, but AdaBoost did not give us a 

shape as expected, based on the perfecrt classification curve 

shown in Fig 4. 

 

Fig. 19. Performance metrics comparison of classifier models 

Based on our performance metric comparison table, we can 

see that our K-NN classification model outperformed the 

other models for all of the metrics given above (Accuracy, F-

1 Score, Precision, Recall and AUC). It is also seen that 

Multinomial Naïve Bayes and Linear SVC models perfomed 

almost the same. However, AdaBoost classifier was a poor 

model when compared to others. 

V. CONCLUSION 

In light of the graphical representations of the most 
commonly used evaluation metrics, we can infer that Linear 
SVC is the most appropriate classifier model for our toxic 
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comment classification task. When compared to the other 
ones, it is clear that Linear SVC has the best scores for 
Accuracy, Precision, Recall, F1, and AUC values. As for the 
sexual predator identification task, we can see that K-NN 
outperforms the other classifier models since it has the best 
results for the same metrics. Once we checked the training and 
prediction times, K-NN became the slowest one due to dealing 
with neighborhood selection, whereas Logistic Regression is 
the fastest model. We also calculated hamming loss scores for 
each and every classifier and the more accuracy we had for 
our model, the less loss score we observed. All of the drawn 
graphs are consistent with each other. For the ROC and 
Precision-Recall curves, we checked our results based on Fig 
3 and Fig 4. We believe that we have successfully 
implemented and combined the concept of toxicity 
classification and sexual predator identification in our work, 
by generating our classifier models following a series of 
Natural Language Process tasks. As a result, we are able to 
identify sexual predators for a given set of conversations, as 
well as we can highlight the abusive messages with the help 
of our toxic comment classifier. 

VI. FUTURE WORK 

In the current work, we could not concentrate on image 
data, due to time limitations. Instead, we started with the text 
type of dataset. However, most of the Child Sexual Abuse 
Materials are images and media files. Hence, image 
processing algorithms could be inserted into our work for the 
betterment of the predator identification task. Then, a more in-
depth version of pre-filtering and text processing activities 
could be done and new abbreviations that recently became 
popular but not unofficial yet could be discovered. As a more 
common trend in the literature, Deep Learning algorithms 
could be tried to come up with better results. Lastly, in the 
upcoming revisions, it would be helpful to focus on the 
Turkish language, since there is no sufficient number of 
academic research studies in the domain of preventing online 
child abuse through Machine Learning methodologies. 
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Abstract—The evolution of digitization has engulfed various 

methods of forensic sciences, such as fingerprint detection, 

recognition or recovery of partial prints. Prior to 
computerization, huge fingerprint repositories were manually 

maintained and involve humans for classification. But the 

advent of artificial intelligence-based tools performs the 

fingerprint recognition much faster and easier. Therefore, this 

study proposed CNN-based deep learning technique to extract 
effective features from ridges and valleys of skin impression for 

accurate recognition. The experimental work is based on 

FVC2020 dataset to train and test the proposed model. 

Moreover, ResNet50 framework is also tested on this dataset, 

and results shows that proposed model achieved an accuracy of 
81.25%, whereas ResNet50 attained 79.25% accuracy. 

Furthermore, the incorporation of convolutional auto-encoder 

(CAE) based model for enhancing the dataset by generating 

synthetic fingerprint images, improved the recognition accuracy 

of proposed CNN-based model to 86.0%. 

Keywords— Fingerprint, deep learning, convolutional neural 

network, convolutional auto-encoders 

I. INTRODUCTION 

With growing demand for security all around the world, 
biometrics systems become the necessity of institutional life. 

Biometrics is a science that describes people in terms of 
physiological and behavioral terms. Physiological features 

cover characteristics such as palm print, iris, fingerprint, facial 

part, while behavioral features include gait, gestures, signature 
and voice. The advancement in computerization has eased the 

usage of biometrics technology, thus it is widely adopted in 
vicinities of airports, banks, schools, or official buildings. 

Moreover, smart devices have also incorporated biometric 
features to secure the devices from intruders [1] [2]. 

Fingerprints are one of the most preferred solutions to 
authenticate people in biometric technology. A fingerprint is 

the presentment of the epidermis of a finger: it includes a 

sample of intermittent edges and valleys [3]. Each person has 
a matchless fingerprint which is mostly composed of few 

components such as ridges, grooves, and direction of lines. 
Ridges consist of three fundamental patterns namely, arch, 

loop and whorl. In general, patterns of fingerprint are 
determined by features such as ridge, minutiae and spots. 

Despite of the fact that fingerprints are distinct and highly 

distinguishable, but the performance accuracy of fingerprint 
recognition systems are associated with factors like quality of 

the image and applied matching algorithm [4]. 

Machine learning (ML) is a field of computer science that 

uses classification algorithms to identify patterns in large data 
for effective possible prediction. Beside ML tools, scientists 

have widely used Deep learning (DL) techniques, based on 

complex structures created with hierarchical modules to learn 
data representations, for tasks like image classification [5], 

segmentation [6], text detection [7], fingerprint recognition 

[8], face recognition [9], object detection [10], and fault 
prediction [11]. 

DL-based models require huge amount of data for proper 
training and effective prediction, however, very few and 

limited datasets related to fingerprint images are publicly 
available. Thus, this study exploited CAE to generate 

synthesized fingerprint images that are later used to train and 

generalize the proposed CNN model. The proposed CNN-
based classification model is then evaluated on test set for 

accurate fingerprint recognition task. Moreover, CNN-based 
ResNet50 architecture is also implemented for comparative 

analysis. In addition to this, the effect of data synthesis on 
classification models is also analyzed. 

The organization of this paper is as follows. In Section II, 

related work on fingerprint recognition task are provided. 
Section III describes dataset and methodology of the paper, 

while Section IV analysis the experimental results. Finally, 
paper ends with Section V by outlining the concluding 

remarks. 

II. RELATED WORK 

Finger recognition is key research area since last decade. 
Computer vision scientists have proposed various artificial 

intelligence based tools for fast and accurate finger 
classification, such as Stojanovic et al. [12] proposed DL-

based framework for fingerprint recognition using CNN to 

extract the core of fingerprint Region of Interest (RoI). 
Experiments were performed in two variations with and 

without Gaussian noise. The proposed model obtained 
promising results while tested on FVC2002 dataset. Similarly , 

Shrein [13] suggested CNN-based Lenet-5 model for 
fingerprint image classification. Moreover, some image pre-

processing techniques were applied to boost the performance 
while sufficiently reducing the training time. Authors 

evaluated the model using NIST-DB4 dataset to get an 

accuracy of 95.9%. 

Darlow et al. [14] proposed deep CNN-based minutia 

extraction network (MENet), that consists of five 
convolutional layers, followed by 2 fully connected layers 

with softmax activation function. Later, some post-processing 
is performed to identify minutiae locations from the output of 

proposed MENet model. It is noted from experimental section 

that MENet outperformed previous minutiae extractor. 

An end-to-end fingerprint recognition framework is 

proposed by Minaee et al. [15]. Before passing the PolyU 
dataset to proposed CNN-based network, affine 

transformation is employed to increase the data for each class. 
Thus, the data augmentation empowered the model to fit better 

that accomplished an accuracy of 95.7%. Likewise, Fanfeng 

et al. [16] proposed DL-based recognition framework to 
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recognize partial fingerprint images. To improve the 

recognition of partial fingerprints, authors used two loss 
functions, one for training while another for feature extraction. 

The model is trained and evaluated on NIST-DB4 and self-
built NCUT-FR datasets that performed better than many 

existing techniques developed for partial fingerprint 
classification. 

Authors in [17] blended a novel discriminative restricted 

Boltzmann machines (DRBM) and deep Boltzman machines 
(DBM) model to examine fingerprints. DBM is used to extract 

features from grayscale images, which are then feed to k-
nearest-neighbors (kNN) classifier to analyze spoof forgeries. 

A novel method inspired from VGG-16 is proposed in [18] for 
aligned fingerprints matching. The model is tested using two 

publicly available datasets; NIST SD04, and NIST SD14. 
Besides various developed frameworks, there is still room to 

suggest more methods with higher performance accuracy. 

III. MATERIALS AND METHODS 

The publicly available dataset is downloaded and later data 

augmentation technique is employed using CAE to produce 
synthesized images of fingerprints. Both datasets (original and 

augmented) are then used to train the proposed method. This 
section outlines the dataset and proposed methods in details . 

A. Dataset 

In this study FVC2002 [19] dataset is used as original 

dataset. FVC2020 dataset contains four classes and each class 
consist of 80 images. Hence the total number of images is 320. 

Except images in one class all the images were obtained from 
different sensors. Some of sample images of FVC2002 dataset 

are demonstrated in Fig. 1. 

   

  

Fig. 1. Fingerprint samples of FVC2002 dataset. 

B. Data Augmentation using Convolutional Auto-encoders 

A data augmentation technique is employed to generate 
synthetic images using CAE. Auto-encoders are unsupervised 

machine learning algorithms that aims to rebuild the input data 

back using lower-dimensional representation [20]. Usually, 
auto-encoders consist of two parts: encoder, and decoder. The 

encoder has the ability to transform the input 𝑥  into a 

representation ℎ, also called as code, by using deterministic 
function as below 

ℎ = 𝑓𝜃
(𝑥) = 𝜎(𝑊𝑥 + 𝑏) (1) 

with parameters  𝜃 = {𝑊, 𝑏}, where 𝑊 is matrix’s weight, 

𝑏 represents the bias of vector, while 𝜎 refers to the activation 

function. Similarly, reverse mapping of 𝑓 is done by: 

𝑟 = 𝑔𝜃′ (ℎ) = 𝜎 ′(𝑊′ ℎ + 𝑏′ ) (2) 

While dealing with images, CAE can be more effective 
[20]. Generally, the structure of CAE is very similar to any 

other auto-encoder. Compared with normal auto-encoders, 
CAE uses convolutional and pooling layers to extract the 

features and minimizes the size of the input image. Therefore, 

a CAE architecture is proposed, considering the suggestion 
described in [21] and [22]. A detailed network topology of 

proposed CAE is outlined in Table I. 

TABLE I.  NETWORK TOPOLOGY OF PROPOSED CONVOLUTIONAL 

AUTO-ENCODERS (CAE) 

CAE Architectural Details 

Layer type Output shape No. of Prams 

input_1(InputLayer) None, 224, 224, 1 0 

conv2d_1 (Conv2D) None, 224, 224, 32 320 

max_pooling2d_1 None, 112, 112, 32 0 

conv2d_2 (Conv2D) None, 112, 112, 64 18496 

max_pooling2d_2 None, 56, 56, 64 0 

conv2d_3 (Conv2D) None, 56, 56, 128 73856 

conv2d_4 (Conv2D) None, 56, 56, 128 147584 

up_sampling2d_1 None, 112, 112, 128 0 

conv2d_5 (Conv2D) None, 112, 112, 128 73792 

up_sampling2d_2 None, 224, 224, 64 0 

conv2d_6 (Conv2D) None, 224, 224, 1 577 

 

FVC2002 dataset is used to train the proposed model to 
generate synthetic images of fingerprints. The training is 

performed to reduce the differences between input and its 

reconstructed images. Fig. 2 shows few synthetic images of 
fingerprints generated by proposed CAE after 300 epochs. 

The augmented dataset constitutes of combination of original 
images and synthetic images, thus raised the dataset tally to 

430 samples. 

   

  

Fig. 2. Samples of generated sythetic fingerprint images. 

C. Classification using Convolutional Neural Network  

CNN is deep learning based powerful tool for recognizing 

local patterns in data instances [23]. As images are interrelated 
data, CNN based architectures are widely adopted for image 

classification task. CNNs detect local patterns by creating 

feature maps through conducting element wise multiplication  
using kernel. As data at hand can’t be described with linear 

functions thus a nonlinear function, such as rectified linear 
unit (ReLU), is usually used to normalize the extracted feature 

map values. A pooling layer, which comes in variations of 
maximum, average and sum pooling, is also sometimes 

applied for dimensionality reduction that results in less 

network parameters. Later, the resultant is flattened, converted 
to one long vector. Afterwards, a regular feed forward 

backpropagation neural network methodology is applied. 
Usually, at end of architecture, a fully connected layer is 
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placed to calculate the probabilities for different classes using 

the features detected from prior steps. Finally, the network is 
back propagated based on the selected optimizer function for 

adjusting the weights . 

The proposed CNN model consist of four convolutional 

layers, followed by flattening layer and fully connected layer. 
For this study, max pooling is utilized as it has been found 

more effective in previous studies [24]. It reduces the 

dimensions of the feature map while maintaining the most 
important identity values [25]. Between each convolutional 

layers, max pooling layers are placed. In order to eliminate 
overfitting among third convolutional layer and fully 

connected layers dropout layers are used. ReLU is used as 
activation function in each convolutional layer except last that 

uses Softmax. Adam is used as optimizer while batch size is 
set to 10. 

In order to compare proposed CNN model, as a next phase 

we apply ResNet50 model. ResNet50 model is also trained 
and tested in both original and augmented datasets. ResNet50 

architecture were performed with distinct hyper-parameters in 
order to reach the best accuracy. So, with following hyper-

parameters achieved the best performance: optimizer Adam, 
learning rate 0.002, number of epoch 9 and batch size 10. 

IV. EXPERIMENTAL RESULTS 

In this study, all the experiments were performed using 

Jupyter Notebook with Python (3.7) programming language. 
In addition, we used Tensorflow, Keras, Sklearn and Seaborn 

libraries. 

As described earlier, original dataset and augmented 

datasets are used separately for experimental work. Note that, 
for each experiment 90% of both datasets were used for 

training and remaining 10% for testing. In order to analyze the 
effect of data augmentation and the performance of proposed 

CNN model, various performance metrics have been 
measured, such as accuracy, confusion matrix, precision, 

recall and f1-score, using Equations (3)-(6) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

(3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

 𝑇𝑃 + 𝐹𝑃
 

(4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(5) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
 2 ∗ (𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 )
 

(6) 

where TP refers to true positive, TN refers to true negative, 
FP refers to false positive and FN is false negative.  

The proposed CNN model is first trained and evaluated on 
original dataset, which secured an accuracy of 81.25%. The 

accuracy and loss curves  of model on original dataset is 

depicted in Fig. 3(a)-(b), respectively. During experiments, 
the model is trained with 5, 9, 10 and 15 number of epochs, 

respectively, thus it accomplished the highest accuracy epochs 
were set to 9. Moreover, experiments were repeated with 

 
 

(a) (b) 

  

  
(c) (d) 

Fig. 3.  Training and loss curves of proposed model, (a) accuracy on original dataset, (b) loss on original dataset, (c) accuracy on augmented dataset, and 
(d) loss on augmented dataset. 
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different combinations of convolutional layers without 

pooling layers, but the network’s performance degraded. In 
addition to this, experiments were repeated for augmented 

dataset. The proposed classification CNN-based model is 
trained on augmented dataset that achieved accuracy of 86% 

on respective test set. The accuracy and loss curves for 
augmented dataset is shown in Figure 3(c)-(d), respectively. 

Evidently, the experimental results shows that the 

incorporation of convolutional auto-encoders for data 
augmentation has significantly increased the performance 

accuracy of proposed recognition network. 

Besides the proposed classification model, a state-of-the-

art DL based image classification framework, known as 
ResNet50 is also trained and evaluated for comparative 

analysis. For the problem at hand, fingerprint recognition task, 
ResNet50 performed less accurately when compared with 

proposed model of this study. ResNet50 model hardly attained 

an accuracy of 79.25% when trained and evaluated on original 

dataset, as shown in Figure 4(a), while Figure 4(b) depicts its 

loss curve. A detailed comparative analysis is presented in 
Table II. 

For better visualization, confusion matrix for each 
experiment is also composed. It can be observed from Figure 

5(a), which depicts the confusion matrix of proposed model 
when trained and test on original dataset that first two classes 

are correctly distinguished but 2 fingerprint images of Class -

3 are misclassified. Similarly, half of the images in Class -4 are 
also misclassified by proposed model. On the other hand, with 

the addition of data augmentation technique, the model 
performed better while distinguishing Class -4 samples as 

shown in Figure 5(b). The ResNet50 performed worse than 
others while recognizing Class-3 and Class-4 instances as 

illustrated in Figure 5(c). It wrongly classified seven 
fingerprint images of Class-4, whereas only one image is 

recognized correctly. Thus, the experimental results shows 

 
 

(a) (b) 

Fig. 4.  Training and loss curves of ResNet50 on original dataset. 

TABLE II.  COMPARATIVE  ANALYSIS OF PROPOSED MODEL WITH RESNET50 

Performance Analysis 

Method Dataset Accuracy Precision Recall F1-score 

Proposed Original 0.81 0.72 0.78 0.75 

 Augmented 0.86 
0.78 0.83 0.80 

ResNet50 Original  0.79 
0.70 0.75 0.72 

 

  
 

(a) (b) (c) 

Fig. 5.  Confusion matrix of (a) proposed model on original dataset, (b) proposed model on augmented dataset, and (c) ResNet50 on original dataset. 
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that the proposed model outperformed other models when 

trained on augmented dataset. 

V. CONCLUSION 

In this paper we proposed a CNN based model to perform 

fingerprint recognition task. At first, the proposed model is 

trained on publicly available FVC2002 dataset, which is then 
evaluated on remaining 10% set that achieved an accuracy of 

81.25%. As DL models are data hunger, thus this study also 
proposed a model to increase the fingerprint images samples. 

Therefore, the dataset is enhanced using convolutional auto-
encoder that generated synthetic fingerprint images. The 

proposed model is then trained on augmented dataset, which 

contains original images as well synthetized images. 
Evidently, the synthesized images technique increased the 

overall performance of classification network by 4.75%. 
Moreover, ResNet50 framework is also implemented and 

trained on downloaded dataset, which attained an accuracy of 
79.25%, thus performed worse than the proposed model. Even 

though, the proposed model with data augmentation approach 

attained promising results, but still there is  room for further 
enhancement which can be done in future works by training 

on other datasets . 
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Abstract— The problem arises behind the mastery learning model, 

that is some students fail to achieve the minimum standard of 

completeness. The existing solutions have been ineffective in 

helping the study plan. The existing remedial method does not 

consider the previous formative test answers, but all material that 

has been mastered must also be tested. This remedial method did 

not give students more time to learn misconceptions or the material 

they had not mastered yet. We propose a framework for building a 

scaffold on a remedial learning path that is personal and adaptive 

to the material needs that students must learn. Initial exploration 

in this study aims to look the possibility in implement the proposed 

framework by utilizing machine learning on mastery module using 

neural network and knowledge-based recommendation technique 

to process the input of student’s answers, domain expert's topic 

maps, and the relationship among answers to build a computer-

based scaffold. This novelty of exercise learning path could be an 

effective remedial path for the failed student to learn just according 

to topics have not mastered. 

 

Keywords—Scaffolding, Topic Map, Self-Regulated Mastery-

Learning, Assessment-Based Learning, Machine Learning 

I.  INTRODUCTION 

The COVID-19 pandemic has caused nearly all schools 

worldwide to close. More than 530,000 schools in Indonesia have 

closed, which mean that 68 million Indonesian students are 

forced to no longer be in class. These school closings adverse 

effects on academic learning because for a distance learning to 

be effective, it required new skills for both teachers and students. 

Regarding this pandemic, SDI argues that Indonesia needs a 

strategy to support better face-to-face teaching and improve the 

quality of distance learning, to restore and improve its human 

resources [1]. The World Bank stated that drastic action was 

needed to support Indonesian students' learning as part of the 

ongoing recovery and re-opening process. Some actions are 

recommended related to learning recovery to prevent the 

permanent impact of “learning loss” on students. The 

recommendations include 1. using formative classroom 

assessment to identify learning losses; 2. integrated use of 

blended-learning and technology to ensure that all students 

receive the support they need to become effective learners. The 

United Nations mentioned that preventing the learning loss from 

becoming a generational disaster needs to be a top priority to 

protect millions of students' rights and promote economic 

progress, sustainable development, and lasting peace [2]. 

In face-to-face learning, it is easier for teachers to assist 

students in need. Teachers need to provide scaffolding to students 

in need during learning activities to improve their understanding, 

affective, and skills [3]. Unfortunately, learning during the 

pandemic lacks personal assistance from teachers to students 

who do not understand the material. It potentially causes 

problems, especially for students who need assistance and need 

an extraordinary approach to complement and prepare tools for 

students and teachers related to this problem. Research projects 

related to scaffolding proven to be effective in science learning 

are, for example in physics learning, which uses the PhET 

simulation (physics simulation portal) to increase student’s 

conceptual understanding and independent learning [4]. Inquiry-

based learning uses an agent-based framework where students 

can check their understanding of science and the concept of 

Computational Thinking (CT) by taking formative tests managed 

by a mentor agent. The mentor agent assesses students' responses 

to multiple-choice type questions and provides feedback on 

correct responses along with suggested learning resources pages 

to read if there is an incorrect response [5]. Although this 

research has provided feedback for students' mistakes, it is 

limited to recommendations for subject matter that must be read. 

Simultaneously, physics lessons' characteristics require problem-

solving skills that cannot be met in these studies. Problem-

solving skills in physics lessons require continuous practice 

compared to mere theoretical reading. 

The solution approach we offer is adapted to the learning 

process in Indonesia, which applies mastery learning model. 

Each student must achieve a minimum completeness score in a 

unit before entering the next study unit in mastery learning. There 

are always students who fail to achieve the minimum 

completeness score; unfortunately, there is no solution 

ineffective remedial handling. These findings indicate that the 

scaffolding approach can be considered for application to 

improve students' understanding of concepts and useful. This 

work plan explicitly adds a scaffolding assessment-based 

learning process for students who do not pass the complete 

learning process. This process is an opportunity to correct 

misconceptions or material that has not been understood to help 

students effectively achieve mastery adaptively according to 

their needs. Fig.1 is the recommendation for the mastery learning 

diagram presented by Thomas, 2008 [6].  

This study is a proactive step in responding to the World 

Bank's recommendation to Indonesia regarding the re-opening of 

schools with a proposed framework that implements computer-

based scaffolding in flipped classrooms by applying assessment-

based learning. Assessment-based learning method deserves to 

be taken considering that the assessment has a “test effect”, 

useful for long-term retention, and practice questions can 

increase understanding of the subject of physics [7]. The 

Assessment-based learning method is the guidelines for school 

opening policymakers, namely schools need to conduct an 

assessment, a computer-based diagnostic assessment [8]; It is a 

rational basis that assessment-based learning is proven to 

increase learning completeness.  This paper's composition is as 

follows: Section 2 contains previous research work, followed by 

a proposed method in Section 3, initial investigation is in Section 

followed by discussion in Section 5, and Section 6 is a conclusion. 

 
Figure 1  Mastery with Personalized Scaffolding  

Assessment-Based Learning 
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II.   PREVIOUS RESEARCH WORK 

In preparing for returning to class after the pandemic, it is 

necessary to pay attention to the zone proximal development 

(ZPD) referring to the area between what one knows and what 

one does not know during learning. In this area, one needs 

guidance from other knowledgeable people, so that in the end, 

they will be able to develop their understanding [8]. The 

scaffolding strategy has been integrated into e-learning. One of 

the studies that identify and determine the attributes of a mixed 

learning environment that supports students' self-regulated 

learning ability found scaffolding to be one of the seven key 

attributes (authenticity, personalization, learner control, 

scaffolding, interaction, reflection, and calibration) [9].  

Meanwhile, recent research on adaptive scaffolding is an 

efficient strategy to support and improve student performance 

when learning new concepts, and guide them progressively 

towards a better understanding when answering questions [10]. 

Other scaffolding research uses breaking a problem into smaller 

items or directing students to other problems similar to the 

current problem and helping students through the new problem. 

When students incorrectly answer the main questions, 

scaffolding items are activated according to the following four 

types: (a) procedural, (b) conceptual, (c) metacognitive, and (d) 

strategic [11]. 

The study's selection of objects also refers to the World Bank 

report, which focuses explicitly on the pandemic's Indonesian 

PISA test results. It appears that science is one of the subjects 

that need special attention. Learning science does have its 

peculiarities, for example, in Physics, apart from requiring 

practice in problem-solving skills, Physics have a close 

relationship among knowledge topics. The challenge in finding 

out which concepts are less mastered by students causes them to 

fail to achieve learning completeness. When students learn to 

build new physics concepts, they must remember previous 

concepts and increase students' cognitive load and impact 

learning outcomes. A concept map may be a solution to the 

problems because a concept map represents various concepts. Its 

relationships can also organize students' cognitive structures and 

are expected to encourage in-depth, integrated knowledge. 

Concept mapping is used as a scaffold to support adequate 

information problem-solving— using questioning as a facilitator 

for constructing students’ previous knowledge structure. A 

domain expert will provide the initial topic map because not all 

students know how to benefit from a concept map [12] 

Research related to machine learning is more common 

nowadays. Some research uses machine learning algorithms to 

deal with several problems, such as predicting student 

performance [13], predicting student performance based on 

learning styles [14]. So, in the future, when implementing this 

proposed framework, it will utilize the development of machine 

learning in e-learning [15] [16]. The evaluation tool for this 

proposed framework will emphasize the level of satisfaction and 

user preferences, referring to the weakness of the existing 

recommendation system’s (RS) evaluation, which is stated in a 

review that RS in e-learning is based on students; however, 

system evaluation still focuses on measuring algorithm accuracy 

through Mean, Precision, Recall and F-measure rather than 

evaluating its impact on user satisfaction and preference levels 

[17].  

This study offers a Remedial Directed Topic Map framework 

on Personalized Scaffolding Adaptive implemented in the 

Learning Management System (PSALMS) to be a novelty of 

remedial learning path. The last published research provides the 

exercises learning based on a sequence of students’ previous 

answers, but they do not consider the internal connection 

between knowledge concepts [18]. A remedial directed topic 

map will be developed by paying attention to students' formative 

test answers, expert's initial topic map as the internal connection 

between knowledge concepts and the failed topic related 

question. This personalised remedial learning path that 

effectively helps students achieve learning mastery. By applying 

the state-of-the-art computer-based scaffolding to giving practice 

questions, it is expected that failed students receive the learning 

support they need to achieve mastery learning and increase 

resilience in self-regulated learning. 

III.  PROPOSED METHOD 

 Our study selected the Flipped-learning to support the re-

opening of face-to-face classes after the pandemic and the World 

Bank direction regarding blended learning development. This 

framework will be applied to the learning management system 

(LMS) because of the wide use of LMS (Moodle, canvas, another 

open-source LMS) [19]. This paper is a step development of 

initial research idea [20].  Fig. 2 is the Flipped Classroom method 

proposed to adjust to the "new normal" learning conditions. 

In the new normal state at the re-opening school, students take 

turns attending classes, so that it's needed to provide a system 

that can cover the three main learning activities. Namely, 

activities are before students into the classroom, the second part 

is when the students are in the class during the face-to-face 

learning, and the third part is the activities after the face-to-face 

class ends.  

This initial research focuses on the after-class activities from 

our general framework PSALMS research ideas [19]. This 

study's primary purpose is to provide practical solutions to 

students' remedial problem based on real-world problems (see 

Table 1). The result shows that not all students exceed the 

minimum completeness score standard. It is necessary to develop 

practical computer-based tools to help students personally 

prepare for remedial tests. Therefore, we proposed 2 (two) main 

stages with three modules: The Topic module on the first stage, 

mastery module, and scaffolding module on the second stage, 

Fig. 3. 

A. Topic Module and Scaffolding Module 

The first stage is a Topic module, left side of Fig 3. There 

are two inputs at this stage: a topic map (topic knowledge) based 

on information from domain experts and the single-labelled 

teacher's questions. The domain expert’s topic map is used at the 

topic module to examine teacher's questions based on various 

inputs, such as keywords, certain meta-keywords related to the 

questions to identify whether the questions need to be assigned 

and classified multi-label Topic. This process involves cleaning 

and preliminary processing the available questions in the dataset 

for further processing using a classification algorithm; the 

questions are classified and labelled appropriately if they are 

multi-label questions and stored back in the database. At first, 

each question is manually classified on one Topic by the Teacher.   

 
Figure 2 Assessment-based Learning on  

Flipped the Classroom 
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A second stage, there are two modules, namely the 

scaffolding module and the mastery module. The scaffolding 

module helps provide recommendations based on question 

queries provided to students as scaffolding for students preparing 

to re-test. The scaffolding module extracts information from the 

mastery module and the question database to provide coherent 

questions according to the personal remedial path. First, the 

personalized question request is forwarded to run a 

recommendation algorithm. The association rule algorithm, 

Apriori, is used to mine and extract the appropriate problem 

patterns from the repository of questions and then test the 

relationship’s accuracy with the questions. To validate the data 

of the identified questions will using recall, f1-score, and 

precision using matrix factorization to observe the questions’ 

suitability and estimate the recommendation result’s accuracy. 

B. Mastery Module 

The focus of this paper is the initial investigation related to 

the mastery module. The illustration in Fig 4 shows the flow of 

the mastery module process. The purpose of the mastery module 

is to extract students who do not meet the minimum completeness 

standards taken from the data of the formative test. The formative 

test is a test given at the end of a topic unit. 

 

 After obtaining the data, a remedial learning path is designed 

for students who failed based on the wrong and correct answers 

from the formative test results. These answers will be correlated 

into an expert topic map to obtain any topics that had not been 

mastered, causing this student failed using knowledge-based 

technique [18]. This personal information remedial learning path 

may be constructed using neural network algorithms [21] . The 

user information repository is formed with the students’ topic 

map profiles and stored in a database to be used to the scaffolding 

module. 

Therefore, the PSALMS framework is expected to provide 

personal recommendations for self-regulated learning and 

gradually overcome material misunderstandings until mastery. 

The objectives of this proposed work are, (i) update for 

multilabel classification of practice questions under the related 

topics to remedial students that have not been mastered; (ii) based 

on the knowledge topic that students did not master and the need 

for practice questions on a particular topic, a new query of 

practice question as a personalized scaffold was formed; and (iii) 

by formulating classification and personalization, it allows 

personal recommendations that are accurately diagnosed and 

given to students to reinforce self-regulated learning. 

General proposed framework is, if the student score fails to 

achieve the minimum completeness score, their test answers will 

be applied to the expert topic map to building an effective 

remedial learning path acts as an adaptive scaffolding. It will be 

personal guidance to direct students to retrace the previous 

Topic’s misconceptions and using practice questions only on 

material that had not been mastered coherently as a form of 

assessment-based learning. 

IV. INITIAL INVESTIGATION 

In this paper, the researchers use real-world data as a study 

case. The data were taken from the formative test results for 

Physics, Newton’s laws, which was conducted online with 

Moodle as its LMS. The number of students in this class was 23 

students; the test questions were 10 (ten) questions and were 

given 40 minutes to finish. Subject materials and practice 

questions were delivered synchronously as much as 4 x 40 

minutes and asynchronously within two weeks. 

The initial topic map, obtained from experts, and to build a 

sequence on the topic map used a relation table as in Table 1. 

Table 1 and a collection of topics on Newton's laws indicate the 

topic map's order is obtained as in Fig 5. The test result obtained 

by 23 students on Newton's laws can be seen in Table 2.  

Fig 6 is the position of the question topic on the initial topic 

map by the expert. The figure shows that the formative test 

question topics are spread out on the domain expert’s initial topic 

map. Table 3 is the initialization of the Topic for each question 

made by the Teacher.  

 
Figure 3 Remedial Directed Topic Map on Personalized Scaffolding Adaptive Learning Management System 

 
Figure 4 Mastery Module 
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V.    DISCUSSIONS FOR FURTHER WORKS  

 This Section will discuss several aspects related to the initial 

investigation of this research. Based on data are presented in 

Table 2, If the complete score is 70, it can be observed that 

students who fail to achieve the minimum completeness score in 

the table. For example, namely: Student 1 (S01) with a score of 

30, Student 4 (S04) with a score of 50, and Student 6 (S06) with 

a score of 60, see Table 4. Table 3, which refers to all the topics 

of questions, Table 4 shows which topics cause these students to  

fail. For example, Question 4, Question 6, and Question 8; it 

turned out that these three students made the same mistake on the 

question items. Meanwhile, suppose we pay attention to the 

Topic (concept) on that question from Table 3. In that case, we 

see that these questions contain the Topic Net Force for Question 

4, the topic force for Question 6, and topic acceleration for 

Question 8, which can be seen in Table 4. 

In the initial topic map made by experts, we can observe that 

the sequence of lessons in this unit is Topic Force followed by 

Net Force then acceleration, as presented in Fig 7. 

Table 3 Single Topic defined by Teacher 

 T0 

(Previous) 

T1 

(force) 

T2 

(Net 

Force) 

T3 

(Acceleration) 

T4 

(Gravitation) 

T5 

(Weight) 

Q1 0 0 0 0 0 1 

Q2 0 0 0 0 1 0 

Q3 0 0 0 1 0 0 

Q4 0 0 1 0 0 0 

Q5 0 0 1 0 0 0 

Q6 0 1 0 0 0 0 

Q7 0 0 1 0 0 0 

Q8 0 0 0 1 0 0 

Q9 1 0 0 0 0 0 

Q10 1 0 0 0 0 0 

 

 

 

 

 

 

 

 

 

Figure 5 Topic Map Dynamic of Motion 

 

 

Table 1 Example of PERT table to built relation between the Topic 
No Present State About Previous 

State 

1 equilibrium equilibrium, in physics, the condition of a system when neither its state of motion nor its internal energy state tends to 

change with time 

- 

2 net force The net force is defined as is the sum of all the forces acting on an object. Net force can accelerate a mass. Some other 

force acts on a body either at rest or motion. The net force is a term used in a system when there is a significant number 

of forces. 

equilibrium 

3 inertial 

reference frame 

Within the realm of Newtonian mechanics, an inertial frame of reference, or inertial reference frame, is one in which 

Newton's first law of motion is valid. An inertial frame of reference is one in which the motion of a particle not subject 

to forces is in a straight line at a constant speed. 

 

force 

4 inertia Inertia is the resistance of any physical object to any change in its velocity. This includes changes to the object's speed 

or direction of motion. An aspect of this property is the tendency of objects to keep moving in a straight line 4at a 

constant speed when no forces act upon them. 

First Newton 

Law 

 

 

 

 

Table 2 Students Grade and Answer Form Formative Test 

Student Grade Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

S01 30 1 1 0 0 1 0 0 0 0 0 

S02 30 1 1 0 0 1 0 0 0 0 0 

S03 40 1 1 1 0 1 0 0 0 0 0 

S04 50 1 1 0 0 1 0 1 0 1 0 

S05 50 0 1 0 1 0 1 1 0 0 1 

S06 60 1 1 1 0 0 0 1 0 1 1 

S07 60 1 0 0 0 1 1 1 0 1 1 

S08 60 0 1 0 1 1 0 1 0 1 1 

S09 60 1 1 1 1 0 1 0 0 1 0 

S10 70 1 1 1 1 0 1 0 0 1 1 

S11 70 1 1 1 1 0 1 0 0 1 1 

S12 70 1 1 1 1 1 0 1 0 0 1 

 

Student Grade Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

S13 70 1 1 1 1 1 0 0 1 1 0 

S14 70 1 1 0 1 1 1 1 0 0 1 

S15 70 0 1 1 1 1 1 1 1 0 0 

S16 70 0 1 1 1 1 0 1 0 1 1 

S17 80 1 1 1 1 0 1 1 0 1 1 

S18 80 1 1 1 1 1 0 1 0 1 1 

S19 80 1 1 1 0 1 0 1 1 1 1 

S20 80 1 1 0 1 1 1 1 1 0 1 

S21 90 1 1 0 1 1 1 1 1 1 1 

S22 100 1 1 1 1 1 1 1 1 1 1 

S23 100 1 1 1 1 1 1 1 1 1 1 

 

 

Figure 6 Question Topic Position on Initial Topic Map Based on Single Topic by Teacher 

 

 

Table 4 Student's Failed Topics 
Question T0 T1  T2 T3 T4 T5 

Q4 0 0 1 0 0 0 

Q6 0 1 0 0 0 0 

Q8 0 0 0 1 0 0 

 

295

https://www.britannica.com/science/physics-science
https://www.britannica.com/science/internal-energy
https://en.wikipedia.org/wiki/Physical_body
https://en.wikipedia.org/wiki/Velocity
https://en.wikipedia.org/wiki/Speed
https://en.wikipedia.org/wiki/Relative_direction
https://en.wikipedia.org/wiki/Force


  5 

 

 

 Table 5 will observe another student, S09, S10 and S11 they 

have a similar answer. Poorly, S09 is a failed student. If we 

combine S09 answer with the topic map, we will know the topics 

which caused S09 failed. 

Based on Table 2 and Fig. 6, we will notice, just two topics 

caused S09 to fail. Based on Fig.8, this proposed framework will 

be an effective scaffolding for the failed students because this 

remedial learning path directs forward to the Topic who mastered 

yet and gives them an adaptive question for fulfilling, they 

needed. 

 

Figure 6 Personal Map for Student 9 (S09) 

The inputs which are students answers, the relationship 

between the Topic and the questions as well as the initial topic 

map of the expert domain can retrace which material must be re-

studied by students preparing for the formative remedial test so 

that students do not need to learn all the materials but focus on 

the material which causes them to fail in mastery.  

We observed failed topics for students S05, S08 S15 in Table 

6, especially on questions Q1, Q6 and Q8. The Topic for those 

questions, namely Weight, Force and acceleration.  

They have a similar path on Q1, Q3, Q6 and Q8; when S08 

and S16 doing wrong but S05 correctly answered Q6 regarding 

Force. So too S16 correctly answered Q3 regarding Acceleration 

when S05 and S08 have a false answer. 

This is something out of our thought before. There are several 

possibilities related to this problem, one of which is hidden 

relations between topics [22], to solve this problem we can try 

using Deep Neural Network who use of multiple layers in the 

network [23] 

VI.     CONCLUSION 

In this paper, the preliminary investigations regarding 

PSALMS have been discussed. The discussion-section found 

that test answer, topic maps, and topic-labelled questions can be 

used to build an effective learning path remedy. The Failed 

Student will be directly forward to the Topics causing failed and 

learn with assessment-based learning. With the ideas presented 

as an initial investigation, it is expected to provide adaptive 

scaffolding solutions that can specifically recommend learning 

materials for a unit. The adaptive scaffold modelling approach 

with assessment-based learning using directed topic maps has 

advantages and challenges. The main challenge is developing the 

scaffolding model on the cognitive knowledge students have had 

comprehensively. We suggest a Deep Neural Network Algorithm 

solve the hidden correlation problem between Topics. The 

proposed Topic Module needs more investigation whether using 

a multi-label classification provided by the topic module can help 

with hidden relational concept problems with update the 

questions profiling. The proposed PSALMS model is expected to 

overcome preparation for returning to school after the pandemic, 

especially for remedial problems. Choosing a suitable machine 

learning algorithm for designing remedial directed topic maps is 

a basic challenge to solve. 
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Table 6 Not Matches Path 
Student Grade Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

S05 50 0 1 0 1 0 1 1 0 0 1 

S08 60 0 1 0 1 1 0 1 0 1 1 

S16 70 0 1 1 1 1 0 1 0 1 1 

 

Table 5 Example of one student who failed 
Student Grade Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 

S9 60 1 1 1 1 0 1 0 0 1 0 

S10 70 1 1 1 1 0 1 0 0 1 1 

S11 70 1 1 1 1 0 1 0 0 1 1 

 

 
Figure 7 Position Failed Topic 
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      Abstract—Machine learning techniques combined with 

powerful computation hardware have been widely used to 

solve many problems such as image classification, object 

detection, image segmentation etc. Motivated from other 

fields, it has also played vital role for prediction and 

diagnosis of various diseases to help the medical 

practitioners for making better and timely decisions by 

exploring patterns and relationships in data. In this study, 

different machine learning algorithms were investigated for 

various decision making in medical data analysis. We 

specifically focused on diseases related to Urology. Data for 

18 different diseases was collected from four different state 

hospitals. We found that most of the machine learning 

techniques produced satisfactory results and can be used as 

an auxiliary tool for diagnosis of various diseases. 

Keywords—Urology, machine learning, Random Forest, 

Neural networks,  

I. INTRODUCTION 

     Data mining used to reveal confidential, useful 

information for strategic decision making; Finding answers 

to the problem areas related to big screen data has created a 

different perspective in the use of other health data and has 

become a method that continues to increase rapidly. The 

purpose of this article is to create an infrastructure for the 

use of Data Mining in health and to provide a new 

perspective in decision-making processes by offering 

medicines related to the use of data mining to healthcare 

professionals in the health sector. [7] Urology disease 

prediction is studied with data mining studies. To select the 

successful algorithm, models will be created and the 

algorithm with the highest result will be selected. 

It has increased in machine learning method in the 

early diagnosis of diseases in the field of health [1]. 

Biomedical, health bioinformatics, and medical machine 

imaging are among the most popular methods of learning 

[2], [3]. Learning methods that are successful in analyzing 

big data with different network architectures and learning 

algorithms are seen to help both early diagnosis of 

diseases and early disease workers in the field of health 

[4]. Data mining has become a common method, 

especially in the use of health data. Data collection tools 

and developments in data technologies require the storage 

and analysis of much information in information stores 

[5], [6]. 

This classification and regression titles according to 

data mining models functions will be examined and 

comparatively used algorithms will be given. Using the 

target WEKA, the most common representation for the 

urology branch is diagnosis and estimation for 25 

diseases. 

Object-based classification experts separate the 

knowledge base and then perform the statistical 

classification of an object. In recent years, different 

learning-based classification algorithms have been 

developed to quickly access the most accurate and reliable 

information from satellite images. Commonly used 

learning classifiers, Random Forest classification method, 

Bagging, Boosting, Decision Trees, Artificial Neural 

Networks, Support Vector Machines, K-Nearest Neighbor 

are included. These algorithms are also called machine 

learning methods. Machine learning methods can 

automatically extract rules and restrictions that users 

cannot see, using sufficiently large data and parameters. 

These methods try to find the most suitable model for new 

data with decision rules created by using input data. [8] 

Data mining method has been applied in many areas. 

Some of the studies on these methods are summarized as 

follows: 

In the study of AKKAYA [2] and his colleagues, after 

giving brief information about Breast Cancer, which is 

one of the cancer types and among his friends, they 

obtained general information about the tissue with the 

help of Xcyt pattern recognition program and breast 

cancer prediction and diagnosis was made using the Weka 

program. 

In the studies of ISLER [3] and colleagues, the k-

Mean clustering algorithm performance in the WEKA 

software structure with ongoing heart rate variability 

(HRV) analysis was examined to distinguish the patient 

with congestive heart failure (CHF) from the control 

group. 

TAPKAN [1] and her colleagues carried out 

applications in WEKA package program by examining the 

algorithms of data pre-processing and classification, 

clustering and association rules. 

KAYA [4] and colleagues tried to reveal the working 

principles of deep learning methods applied in the field of 

health and in which diseases they are used in the light of 
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the relevant literature. As a result of this study, the deep 

learning method suitable for the data used in the diagnosis 

of the disease was preferred and it was thought that it 

would increase the success of early diagnosis of the 

disease. 

In their studies, KOYUNCUGIL [7] and colleagues 

wanted to create an infrastructure for the use of Data 

Mining in health and to provide health professionals with 

a new perspective in terms of decision-making processes 

by presenting examples of the use of data mining in the 

health sector. 

     In their studies, OZDARICI [8] and colleagues wanted 

to create the product classification success of the RO 

classification method was examined by comparing the 

Random Forest classification method with the SPOT 5 

Maximum Similarity (EÇB) method. 

   In their studies, ERALDEMIR [9] and colleagues the 

performances of Random Forest and J48 decision trees 

were compared to classify EEG signals recorded during 

mathematical operations and text reading processes. 

     In their studies, CIHAN [10] and colleagues, Yıldız 

Teknik University (YTU), Computer Engineering 

department, Performed in the System Analysis and Design 

course from the questionnaires made to students about the 

projects data set was created. To this data set obtained 

most successful by applying classification algorithms 

algorithm has been detected. The purpose of the study is 

the project project success in the lessons to increase 

student projects The most successful classification in 

classification algorithm is determined. 

    In their studies, ALTINSOY [11] and colleagues, using 

artificial intelligence techniques in higher education 

institutions making evaluations about the effect of training 

methods on success Providing useful information to both 

the university administration and students is targeted. 

    In their studies, COŞKUN [12] and colleagues, in 

WEKA (Waikato Environment for Knowledge Analysis) 

program and SEER (Surveillance Epidemiology and End 

Results), models were created using algorithms belonging 

to various classification methods on the data source, and 

by comparing the estimation performance of the obtained 

models, it was examined which algorithm created more 

successful models in the data source used. 

II. METHODOLOGY 

     Classification method is one of the main methods of 

data mining and is based on learning algorithm. It is 

applied to discover a pattern hidden in large-scale data. As 

part of data mining, the pattern is recorded digitally for an 

asset; It is expressed as observable, measurable and 

repeatable information. The classification algorithms 

applied to obtain the desired information ensure that the 

data set is divided into certain classes (discretization) 

according to the common feature of the data it contains. 

After this process, a classification model is obtained. The 

classification model obtained is applied on a new data set 

and the existence of similar classes in the data set of the 

classes determined by the model is investigated. For this 

purpose, various algorithms have been applied on the data 

set and the results have been examined. Random Forest 

algorithm, J48, Randomtree, NaiveBayes and 

MultilayerPerception algorithms were used. Detailed 

analysis results are given in the last section. 

A. Random Forest Algorithm 

Nowadays, Random Forest algorithm is frequently 

preferred because it performs very well in classification 

according to collective learning methods. The Random 

Forest classifier, which has been developed in recent 

years, provides advantages over acceleration (Freund and 

Schapire, 1996) and bagging (Breiman, 1996) methods, 

which are known as two very good methods in collective 

learning, in terms of both high accuracy and fastness. 

Compared to the Random Forest classifier learning 

methods, especially the acceleration method, it is much 

faster in the training phase. It is a very useful classifier 

with its accuracy and efficiency. Because of the high 

computational load of it the acceleration method is slower 

than the bagging method, however, in most cases it gives 

more accurate results than this method. 

Despite the disadvantages of the acceleration method 

such as being very slow and sensitive to noise, and the 

possibility of repetitive training, Random Forest classifier 

is computationally much simpler than the acceleration 

classifier, and it is not sensitive to noise. 

First, the algorithm is a supervised classification 

algorithm. Because the Random Forest classifier performs 

very well in classification, it is an algorithm that is 

frequently preferred today compared to collective learning 

methods. The Random Forest classifier, which has been 

developed in recent years, is preferred both because of its 

speed and high accuracy. Compared to learning methods, 

the Random Forest classifier is much faster in the training 

phase, especially compared to the acceleration method. It 

is a very useful classifier with its efficiency and accuracy. 

Random Forest is a supervised learning algorithm. As 

the name suggests, it creates a forest and somehow 

randomly does it. The "forest" it has established is a 

collection of decision trees that are often trained by the 

"bagging" method. The general purpose of the bagging 

method is that a combination of learning models increases 

the overall result. In simple terms; The Random Forest 

creates multiple decision trees and combines them to 

obtain a stable and more accurate forecast.[9] 

B. Decision Tree Algorithm 

     Developed by Quinalan, J48 is a C4.5 decision tree 

developed for the classification process of nonlinear and 

small size data. 

    The decision tree approach is important in solving 

classification problems, with this method, a tree is created 

to model the classification process. After the tree is 

created, the classification process is performed by 

applying it to each data group in the database. Missing 

values are ignored when creating the tree. [10] 
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C. Random Tree Algorithm 

     Random Tree is a classification algorithm that 

generates a new tree by taking a certain number of 

randomly selected features in each node. There is no 

pruning in this classification algorithm. Therefore it has an 

option that allows estimation of class probabilities based 

on the stored dataset. [12] 

D. Naive Bayes Algorithm 

     Naive Bayes algorithm is based on Bayes theorem. 

This theorem shows the relationship between conditional 

probabilities and marginal probabilities in probability for a 

random variable. A simple classification, the NB 

classification, can be used when it occurs when its own 

class in the data set has a classification problem and the 

contributions are assumed to be independent. While 

classifying, the highest probability target class was 

chosen. 

     Naive Bayes algorithm is based on Bayes theorem. 

This theorem shows the relationship between conditional 

probabilities and marginal probabilities within the 

probability distribution for a random variable. Assuming 

that every feature in the data set contributes equally to the 

classification problem and the contributions are 

independent from each other, a simple classification NB 

can be used. While classifying, the state with the highest 

probability is chosen as the target class. 

E. Multilayer Perception Algorithm 

Multi-Layer Sensor; Includes classifier that uses 

backpropagation to classify MLP samples. This network 

can be configured manually, created by the algorithm, or 

both. The network can also be viewed and modified 

during the training period [13]. 

The multilayer perceptron is applied to successfully 

solve some difficult and different problems. It is based on 

the hugely popular error propagation logic. Multilayer 

network has three important properties: (1) Each neuron 

model in the network contains nonlinearity at the exit. An 

important point here is that non-linearity is smooth 

transitive with respect to the sharp-transitive function used 

in Rosenblatt's perceptron. (2) The network has one or 

more hidden neurons that do not belong to the exit or 

entrance. Hidden neurons enable the network to learn 

complex tasks. (3) In the network, each neuron is 

interconnected. A change in connections causes a change 

in synaptic connections and weights. The development of 

the backpropagation algorithm is a turning point in 

neuronal networks. [11]   

III. DATA SET 

1555 of the 1758 data used as input in this article are 

classified correctly. The data set was divided into 2 parts 

as training data and test data and 10- fold Cross-validation 

has been selected in Weka. 

A. Urology Unit Diseases and Symptoms 

Data collected from 3 different hospitals first went 

through data mining preprocessing stages. Data collected 

from different hospitals were also found to be incomplete 

and incorrect. This data has been cleaned up and tagged to 

some variables and made into a single file and the data is 

ready for model building. 

B. Data Set and Conversions: 

The data set used includes 25 diagnostic main groups. 

There are 45 symptoms related to these diagnoses. 

Symptoms contain important information in making an 

accurate diagnosis of patients. 

Gender is divided into 2 categories and labeled as female: 

F and male: E.  

Location data are divided into 3 categories and labeled as 

0: Location Unknown, 1: Urban and 2: Rural.  

Age data are divided into 6 categories: 

 1: 0-10 childhood,  

 2: 11-24 youth,  

 3: 25-40 adult age,  

 4: 41-64, 

 5: 65-79 old age,  

 6: 80-above labeling was made. 

• Data parameter created by weighting 25 diagnoses 

(Number of Data of Relevant Diagnosis / Total    

Number of Data) x10     (1) 

TABLE  I Diagnostic List According to ICD-10 Main Codes 

NO CODE DIAGNOSIS NAME 

1 N23 Renal colic, unspecified 

2 N20 Kidney and ureteral stones 

3 N39 Other disorders of the urinary system 

4 N30 Cystitis 

5 N35 Stricture of the urethra 

6 R52 Pain, not elsewhere 

7 R31 Hematuria, unspecified 

8 N31 
Neuromuscular dysfunction of the     bladder, not 

elsewhere classified 

9 C67 Bladder malignant neoplasm 

10 I86 Varicose veins, other sites 

11 R32 Urinary incontinence, unspecified 

12 R10 Abdominal and pelvic pain 

13 R30 Pain with urination 

14 N28 
Other disorders of the kidney and ureter, not 

elsewhere classified 

15 M79 
Other soft tissue disorders, not elsewhere 

classified 

16 N43 Hydrocele and spermatocele 

17 N41 Inflammatory diseases of the prostate 

18 N46 Male infertility 

19 N45 Orchitis and epididymitis 

20 N13 Obstructive and reflux uropathy 

21 N48 Other disorders of the penis 

22 M54 Dorsalgia 

23 N21 Lower urinary tract calculus 

24 K40 Inguinal hernia 

25 N34 Urethritis and urethral syndrome 
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There are 45 symptoms in the data obtained from 

hospital records. Some of these can be listed as 

"BLOODY EJACULATION", "SAND IN URINE" and 

"DIZURI".  

IV. EXPERIMENTAL RESULTS 

A. Determination of Artificial Learning Method & 

Revealing Models 

     In our studies, to the data set added on Weka; Decision 

trees (Random Forest algorithm, Randomtree algorithm 

and J48), Bayes algorithm (NaiveBayes), Artificial neural 

network algorithms (Multilayer Perception) were applied. 

The data set was divided into 2 parts as training data and 

test data, and models were created. When we compared 

the models as a result of the analysis, the Random Forest 

Algorithm gave the highest result. 

     Many factors can be used to find the most accurate 

model in data mining studies. Criteria such as accuracy, 

precision and precision are some of them. The key factor 

here is to best measure the success of the algorithms. 

Choosing a model using only the accuracy criteria is not 

considered sufficient in scientific studies. Along with the 

accuracy criteria, sensitivity and precision criteria should 

also be taken in the model decision-making process [8]. 

a) Model Performance Metrics 

     Basic concepts in use while evaluating the model 

performance are error rate, certainty, sensitivity, and F-

Measure. 

Accuracy- Error Rate: The simplest and up to date method 

used in the evaluation of the model performance is the rate 

of accuracy. 

 

Accuracy = (TP+TN)/(TP+FP+FN+TN)           (2) 

 

Error Rate = (FP+FN)/(TP+FP+FN+TN)           (3) 

 

     Precision: It is the ratio of the number of true positive 

samples estimated as precision class 1 to the total number 

of samples estimated to be class 1.[13] 

Precision = TP /(TP+FP)                      (4) 

     Accuracy: Number of correctly classified positive 

samples is the ratio of the total number of positive 

samples. 

 Accuracy = TP/(TP+FN)                        (5) 

     F-measure: The precision and sensitivity criteria alone 

are not sufficient to make a meaningful comparison. 

Evaluating both criteria together gives more accurate 

results. For this, the F-measure has been defined. The F-

measure is the harmonic average of precision and 

sensitivity. [13] 

F−Measure =(2×Accuracy×Precision)/  

                (Accuracy + Precision)           (6) 

 

V. RESULTS AND DISCUSSIONS 

     In this study, 10- fold Cross-validation has been 

selected in Weka. Model success is given in Table III 

 

TABLE  II Model Success 

Random Forest Algorithm Model Results 

Correctly Classified Instances  %88,45 

Kappa Statistics 0,87 

Mean Absolute Error 0,023 

Root Mean Squared Error 0,092 

Relative Absolute Error 32,404 

Root Relative Squared Error 48,60 

Total Number of Instances 1758 

  

 

TABLE III Comparison of the Alternative Supervised Learning Model  

 Random Forest J48 Random Tree Naive Bayes ANN 

Correctly Classified Instances 1555 598 1555 493 1548 

Correctly Classified Rate 88,45 87,96 88,45 82,44 88,05 

Precision 0,704 0,571 0,704 0,75 0,649 

Kappa Statistics 0,869 0,864 0,8694 0,8012 0,8652 

Mean Absolute Error  0,023 0,013 0,023 0,0181 0,0096 

Root mean squared error 0,0915 0,0893 0,0915 0,0997 0,0832 

ROC Area  0,991 0,973 0,991 0,988 0,99 

F-Measure 0,633 0,533 0,633 0,5 0,686 

 

 

 

 

 

 

 

 

According to these results, Random Forest and 

Random Tree algorithms have the highest success rate in 

the diagnosis of the most common diseases with a rate of 

88.452%. These algorithms are followed by Multilayer 
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perception and J48 algorithms, respectively. In addition to 

the accuracy rate, the table includes other criteria such as 

mean absolute error, mean root square error, kappa 

statistic, relative absolute error, root relative square error, 

precision, F criterion and ROC Area value. 

Kappa statistical value is a statistical method that 

compares the observed accuracy with the expected 

accuracy and shows the agreement between assignments 

made to existing classes. Random Forest and Randomtree 

algorithms have emerged as the algorithms giving the 

highest kappa statistic value with a value of 0.869. The 

kappa statistic value between 0.6 and 0.8 indicates that 

there is a significant fit, and that there is no random guess. 

According to the Random Forest algorithm, the F 

Criterion was 0.633 and the ROC Area value was 0.991. 

These variables are desired to be close to 1. In addition, 

precision, sensitivity and F criterion values among the 

model performance criteria are required to be close to 1. 

When the comparison table is examined, it is seen that the 

highest success belongs to the Random Forest and 

Random Tree algorithms in the light of this value. 

 
Figure 1 ROC curve plot for N39 diagnosis of Random Forest 

algorithm. 

The ROC curve drawing of the Random Forest 

algorithm, which is the most successful algorithm for the 

most common diagnosis "N39 Other disorders of the 

urinary system", is given in Fig.1 

VI. CONCLUSIONS 

The data of urology branch collected from different 

hospitals were used to predict and diagnose diseases. 1555 

of the 1758 data used as input in this article are classified 

correctly. According to these results, Random Forest and 

Random Tree algorithms have been the algorithms that 

give the highest success rate with a rate of 88.452% in the 

diagnosis of the most common diseases. These algorithms 

are followed by Multilayer Perception and J48 algorithms, 

respectively. Being able to deduce the meaningful 

relationships in the data obtained from the methods used 

in this diagnosis affects the diagnosis and treatment 

processes of the disease positively. It is believed that in 

the future, the results of these studies will also help 

doctors diagnose and make faster decisions. 
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Abstract—Deep Learning (DL) is one of the most popular
Machine Learning (ML) algorithms with feature learning ca-
pabilities. Its use is becoming widespread day by day due to its
high-performance in classification in the various fields, including
medical image processing. DL is inspired by an advanced neural
network structure and includes many parameters. In consequence
of its high performance, it is used in the classification of
many diseases. DL algorithms, which are frequently used in the
field of image processing, classify the pixels on the images by
convolutional progress in different layers. Before learning the
significant pixels in supervised ways, it can be ensured that
the classification is more successful with different preprocessing
methods. In this study, the effect of DL architectures on COVID-
19 was investigated using Local Histogram Equalization (LHE).
Chest x-ray images were examined with- and without-LHE to
determine the effect of disk factor on transfer learning. The
dataset consists of COVID-19, pneumonia, and normal chest x-
ray images. Chest x-rays were segmented into two parts as of
right lung lobe and left lung lobe. The effect on classification
performance of transfer learning was observed by applying
different disk value for LHE. The experiments were evaluated
on the different pre-trained DL architectures, such as VGG16,
AlexNet, and Inception model.

Index Terms—Deep Learning, Convolutional Neural Networks,
Chest X-Ray, Local Histogram Equalization, Medical Image
Analysis.

I. INTRODUCTION

Conventional image processing tries to obtain the signifi-
cance by characterizing the meaningful features in the image.
Handcrafted method has been developed to solve the prob-
lem of feature extraction for classification. Afterwards, the
elaborated handcrafted techniques used in classification and
segmentation. However, applying pattern recognition systems
with handcrafted techniques for large datasets is a challenging
process. There is no need to use handcrafted techniques in
deep learning [1]; It uses many (deeper) unit layers with highly
optimized algorithms, architectures, and regularization. Fea-
ture learning and transfer learning, which are novel techniques
in Deep Learning (DL), are used in the pattern recognition
without a separate feature extraction stage. In conventional
image processing techniques, Convolutional Neural Networks
(CNN) has started to be used more than the handcrafted
techniques, typical classifier deep neural networks, such as

AlexNet [2], VGGNet [3] or GoogLeNet [4] are fed directly
by images. The sequence in DL generates class probability.
Whereas extracting the probabilistic prediction, the experi-
ments are performed by using distinct datasets for training
and validation.

Deep learning has a widespread-use in a wide variety of
machine learning tasks, including image classification, speech
recognition, medical image processing, natural language pro-
cessing, and more. Many researchers examined deep learning
techniques from different perspectives, with the applications
of medical image analysis [5], natural language processing
[6], speech recognition systems and remote sensing [?]. Deep
Neural Networks (DNN) consist of several layers of nodes,
different architectures have been developed to solve various
issues in different fields of use. Whereas the CNN is often used
for computer vision and image recognition, recurrent neural
network [7] is often used for time-series.

In DL, pruning is mainly used to developing a smaller and
more efficient neural network model. The purposes of this
technique are to optimize the model by eliminating the values
of weight tensors and to obtain a less time consuming, compu-
tationally cost-effective model in training. Many studies have
been performed in the field of medical image processing, such
as CT images. 3-dimensional Deep architectures were used
to automatically segment abdominal CT to identify arteries,
portal veins, liver, spleen, stomach, gallbladder, and pancreas
in each multi-organ image [8]. Deep convolution and deep
belief networks, a type of RBM network, conditional random
field, and structured support vector machine were utilized to
separate breast masses from mammograms on mammograms
[9]. Various methods were presented in the literature to detect
pneumonia using chest X-ray images. Some of these methods
use a machine learning algorithm as the classification tech-
nique and deep learning techniques for feature extraction and
classification [10]. Similarly, [11] used logistic regression as
a basic model for pneumonia detection using x-rays using a
121-layer dense convolutional network (DenseNet). In another
study, Rajpurkar et al. developed a model that diagnoses
pneumonia with a high accuracy rate, ChexNet developed a
121-layer CNN model that analyzes chest x-ray image and
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classified the image bilaterally and determined the probability
of pneumonia [12]. Many studies were performed on DL-
based medical image applications. Examples include SegNet
[16], DenseU-Net [17] and CardiacNet [18], [19] in detecting
pneumonia in CXRs.

In this study, pre-processing was performed using the Local
Histogram Equalization (LHE) method to make the tissues and
masses in the lung images more visible before feeding the
CNN for pathology detection on chest x-rays. Afterward, the
performance of CNN and the effect of LHE with CNN on the
detection of COVID-19, pneumonia, and normal images were
evaluated. After LHE, it is aimed to increase the performance
by combining similar tissues with CNN in the training stage.
Lung images were cropped and separated as right and left lobe
images, and only lung sections were inhaled. Thus, non-lung
sections were eliminated from chest x-rays, and enabled the
CNN architecture to be trained only on the lung sections for
experimented architectures.

II. MATERIALS AND METHODS

A. Convolutional Neural Networks

CNNs are a deep network model consisting of sequential
convolutional layers and fully connected layers. The convolu-
tional layers serve as feature extractors and learn the various
representations of the input images. Output of convolutional
layers are arranged in feature maps. Each neuron in a feature
map has a receptive field that connects to a layer of neurons
in the previous layer via a trainable set of weights [26].
Inputs are combined with learned weights to create a new
feature map, and folded results are transferred via rectified
linear units (ReLU) [24], which is a nonlinear activation
function. The weights of each neuron in a feature map are
equally constrained; however, different feature maps within the
same convolution layer have different weights so that various
features can be extracted at each location. The convolution
layer consists of using various dimensions and numbers of
filters to represent different properties of the inputs. The depth
of the CNN is defined by the number of filters in each
transform layer [25]. Deep learning models also include the
pooling layer apart from the convolution layer, the purpose of
this layer is to reduce the spatial resolution of the feature maps
and thus achieve spatial invariance to enter distortions and
translations. It is used to propagate the average of all values
of a small region of an image to the next layer [26], [27].
After various numbers of sequential convolution layers and
pool layers, the feature maps are stacked on top of each other,
and the fully connected layers connected to flattened feature
map. It interprets these layer representations and perform the
classification function [28], [29]. It is standard to use the
softmax function as output layer of fully connected layers [2].

B. Chest X-Ray Database

Chest x-ray images are a dataset obtained from real patients
by chest x-ray examination and available in the clinical PACS
database at the National Institutes of Health Clinical Center.
The chest x-ray dataset includes 112,120 frontal view medical

images of 30,805 unique patients with fourteen pulmonary
diseases (each image can have multiple labels). Fourteen
common thoracic pathologies are atelectasis, consolidation,
infiltration, pneumothorax, edema, emphysema, fibrosis, ef-
fusion, pneumonia, pleural thickening, cardiomegaly, nodule,
mass, and hernia [20]. This dataset is publicly available on
the Kaggle platform 1. Similar datasets: Montgomery County
X-ray Set [21], Shenzhen Hospital X-ray Set [21], ChexNet
[12] etc. Pneumonia-diagnosed lung images and healthy lung
images were selected from the NIH Chest X-Ray dataset. The
chest x-rays with COVID-19 were selected from the COVIDx
dataset. This dataset is the largest open-access dataset in terms
of the number of COVID-19 positive patient cases2. Many
datasets are also publicly available in [13], [14], [15]. Chest
x-ray can show areas such as edema, nodule, and infiltration
in the lungs according to different intensity colors, making
diagnosis difficult in the early stages due to the noisy image.
In such cases, thanks to the filters applied on the image and
by localizing the lung regions by segmentation on the images,
the noise can be reduced by selecting certain regions and
the performance of the dataset trained with deep learning
can be increased. When we examine the publications in this
area, the medical images can be processed with machine
learning methods and the diagnosis of pathology for many lung
diseases can be performed with the sensitivity of the doctor.
Automatized techniques can also play an important role in
identifying many pathologies and for early diagnosis with the
enhancements of DL algorithms and architectures.

C. AlexNet and Transfer Learning

AlexNet is a DL architecture created by Alex Krizhevsky
et al. [2] for ImageNet large visual recognition in 2012. It is a
basic, simple, and an effective CNN architecture consisting
mainly of gradual stages such as convolution layers, pool
layers, corrected linear unit (ReLU). Specifically, AlexNet has
five convolutional layers: first layer, second layer, third layer,
and fourth layer, followed by pool layer and fifth layer, then
three fully connected layers, respectively [2]. In this study,
transfer learning was applied using the AlexNet architecture
and the chest x-ray images were classified into multi classes.
Transfer learning is a method of retraining a pre-trained model
on a new dataset. The model is applied to the new dataset
by fine-tuning the model in transfer learning. In this study,
we adapted transfer learning into the chest x-ray database
using the AlexNet architecture. The number of filters in the
convolution layers of the model was reduced by pruning, thus
performance improvement was reported on pruned AlexNet
architecture.

D. Local Histogram Equalization

Automatic contrast enhancement is one of the common
operations performed on visual data to reveal confidential
detail. A histogram is a graph showing pixel density. Global

1https://www.kaggle.com/nih-chest-xrays/data
2www.kaggle.com/tawsifurrahman/covid19-radiography-database
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histogram equalization (GHE) is generally a global tone map-
ping process, allowing the gray level of each pixel to be
recreated by calculating the overall histogram of the image.
However, these processes fail to increase contrast in both dark
and bright image regions at the same time. Especially, small
bright spots are hardly visible after such a global operation.
To solve this problem, local histogram equalization (LHE) was
proposed to perform in a floating window with this adjustable
window size (radius or disk). Histogram equalization is applied
independently to small areas of the image, thus preserving the
contrast adjustment for different regions of the image [30],
[31], [32].In this study, chest x-ray images were preprocessed
using LHE. Figure(1) indicates the lung images for different
LHE window sizes (disk) values.

Fig. 1. Different LHE (disk) values

III. EXPERIMENTAL RESULTS

AlexNet architecture was proposed by Alex Krizhevsky
et al. in 2012. The total data size in this study consists of
2856 images for each model training, which is very small-
scale dataset for the AlexNet architecture. Therefore, while
the data is adapted to the AlexNet architecture with transfer
learning, the number of filters in the convolution layers has
been changed and the model has been optimized according to
the training performance. By cropping the chest x-ray images,
2 lung lobes were cropped from each chest x-ray, separately.
Thus,1000 healthy lung images, 1000 lung images diagnosed
with Pneumonia, and finally 856 lung images diagnosed with
COVID-19 were experimented in the analysis. Two floating
window parameters (disk) were used for LHE with 20 and 40.
The model has been optimized by fine-tuning the parameters
on the AlexNet model. Instead of the last three fully connected
layers in the AlexNet architecture, one fully connected layer is
used, thus we prevented overfitting and reducing the number of
the classification parameters. As in the AlexNet architecture,
5 convolution layers were used in the pruned model and
the number of filters for each layer are determined in this
way for 32,64,128,256 and 512, respectively. The dataset is
split into three folds with 20%, 20%, and 60% for model
testing, validation, and training, respectively. The batch size
is 32 and the epoch number is 50 in the training of the
fully connected layers. An early stopping was used to prevent
overfitting during the supervised learning. In the last layer,
3 multi-classes are used for classification using the softmax

function (COVID-19, Pneumonia, and Normal). We set 0.85e-
5 for the learning rate in the adam optimizer. In this manner,
the hyper-parameters in the model were arranged. The total
number of classification parameters was 2,072,899. Tensorflow
framework with python programming language was chosen
to train the model (GPU: Nvidia Rtx 2060). We calculated
accuracy, precision, recall, and f1 Score were used to evaluate
the performance of the model [2].

TABLE I
CONFUSION MATRIX RESULTS FOR DIFFERENT LHE DISK VALUES

Confusion Matrix Normal Pneumonia Covid-19
Normal 170 3 7

Without LHE Pneumonia 4 200 1
Covid-19 25 10 150
Normal 150 8 24

LHE (disk = 20) Pneumonia 0 190 20
Covid-19 18 14 150
Normal 160 6 13

LHE (disk = 40) Pneumonia 0 200 5
Covid-19 15 4 160

IV. DISCUSSION

COVID-19 analysis of many researching areas has gained
importance to ease the diagnosis and detection rate of disease
for a pandemic. Consequently, advancing image processing
techniques and proposing robust CADx systems are the main
focus of researchers. The manuscripts for assessments of
COVID-19 and using automatized techniques for abnormality
detection within various diagnostic tools indicate the popular-
ity of the field in 2020. Whereas high classification perfor-
mances for diagnosis of COVID-19 were reported using Deep
models with complex Deep learning architectures, applying
simple pre-processing stages to the evaluation process reached
high enough achievements using pruned and simple Deep
architectures. The main ideas are using the generated repre-
sentations instead of many convolutional layers, transmitting
feature learning within resembled instances with LHE, and
adapting the capability of feature transferring between adjacent
layers for identification of chest x-rays with healthy, COVID-
19, and pneumonia pathology.

TABLE II
COMPARISON OF RELEVANT DL-BASED DISEASE CLASSIFICATION

STUDIES IN TERMS OF DIFFERENT DISK VALUES FOR LHE

Disk Value Data(Train/Test) Accuracy Precision Recall F1 Score
Without LHE 2284/572 91% 91% 91% 91%
20 2284/572 85% 85% 85% 85%
40 2284/572 92% 92% 92% 92%

Table III presents the comparison of our study with the deep
learning algorithms developed for the diagnosis of COVID-
19. Wang et al. reported an accuracy rate of 93.3% for their
proposed COVID-Net model using cropping, translation, rota-
tion, horizontal rotation, zoom on chest x-rays [33]. Karthik et
al. proposed a different deep learning model to learn specific
filters within a single convolutional layer to identify specific
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TABLE III
COMPARISON OF RELEVANT DL-BASED COVID-19 DISEASE DETECTION STUDIES IN TERMS OF ALGORITHMS AND PERFORMANCES

Related Works Methods Classifier Covid-19
Test Sample ACC (%) F1 Score (%)

F1-score
for

COVID-19
(%)

Wang et al. [33] COVID-Net
CNN CNN 100 93.3 93.13 94.78

Karthik et al. [34]
Customized CNN
with distinctive

filter learning module
CNN 112 97.94 96.90 97.20

Ozturk et al. [35] DarkNet-19 CNN 25 87.02 88.0 88
Khan et al. [36] CoroNet net CNN 70 89.6 89.8 95.61
Apostolopoulos

et al. [37]
Transfer learning

with MobileNetV2 CNN 222 94.72 93.80 90.50

Farooq et al. [38] Transfer learning
with ResNet50 CNN 68 96.23 96.88 100

Hemdan et al. [39] COVIDX-Net CNN 25 90 - -
Narin et al. [40] ResNet-50 CNN 100 98 - -

Our Study AlexNet Model
without LHE CNN 572 91 91 87

Our Study AlexNet Model
With LHE Disk 20 CNN 572 85 85 80

Our Study AlexNet Model
With LHE Disk 40 CNN 572 92 92 90

classes of pneumonia. Their proposal achieved an F1 score rate
of 97.20% for 112 chest x-rays with COVID-19 . Moreover,
the lung regions were divided into sections by applying a pre-
trained algorithm and the segmentation process was applied
[34]. Ozturk et al. presented the DarkNet model, which is a
novel model for the detection of COVID-19 which consists
of 17 convolutional layers for binary classification(COVID-
19 and no finding), and multi-class classification (no finding,
COVID-19, and pneumonia). The model achieved the clas-
sification accuracy rates of 98.08% and 87.02% for binary
classification and multi-class classification [35]. Khan et al.
reported the CoroNet model, which is based on the pre-
trained Xception CNN architecture and achieved classification
accuracy of 95% for 3 classes (COVID-19, pneumonia, and
normal) [36]. Apostolopoulos et al. reached an accuracy rate of
96.78% using transfer learning on MobileNetV2 [37]. Farooq
et al. developed the COVID-ResNet model by fine-tuning
the ResNet50 model and with transfer learning and achieved
an accuracy rate of 96.23% in the COVIDx dataset [38].
Hemdan et al. proposed a novel model COVIDX-Net that is
based on seven different architectures of DCNNs; VGG19,
DenseNet201, InceptionV3, ResNetV2, InceptionResNetV2,
Xception, and MobileNetV2. They reported performance rate
range for various pre-tained architectures between 80-90%
[39]. Narin et al. evaluated five pre-trained convolutional
neural network-based models including ResNet50, ResNet101,
ResNet152, InceptionV3 and Inception-ResNetV2. He applied
three different binary classifications with four classes (COVID-
19, normal (healthy), viral pneumonia, and bacterial pneu-
monia) using 5-fold cross-validation. Among the other four
models used, the pre-trained ResNet50 model had the highest
classification performance for different datasets with accuracy
rate of 99.5% [40].

The proposed pruned CNN architecture with LHE is a

powerful trajectory to get high enough results with easy-
adaptable real-time applications over to the state-of-art. The
proposed model possesses the capabilities of pre-trained de-
tailed CNN architectures by feeding the input with resembled
chest X-rays before the layer-wise feature learning. Using LHE
for generating smoothed representation provided high enough
classification performances using pruned AlexNet architecture.
Therefore, simplifying the deep architectures enables reducing
the training time of the COVID-19 identification architectures
and integrating the shallow architectures for even real-time
applications in embedded systems.

V. CONCLUSION

The study contains the novelty of applying LHE for gener-
ating resembling representations for increasing the generaliza-
tion capability of CNN with shallow architectures. Whereas
many studies are focusing on just classification performances
in supervised training and modeling feature learning stages,
the proposal is a pioneer study with LHE, which has a
common use on medical images. The necessity of big data
for the training of CNN architectures is overcome using LHE
as a resembling procedure using a middle-scale chest x-ray
dataset. The proposed model has reached high identification
rates for multi-class diseases using is a basic, pruned archi-
tecture. It is easy-to-integrate architecture for various types of
medical image analysis. Using novel visualization techniques
and localization algorithms on chest x-rays has a possible
contribution to Deep Learning algorithms. Although CNN
architectures don’t need additional feature extraction and pre-
processing procedures, it has limitations in detecting small
pathologies with low generalization capabilities.
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Abstract—In this paper, a hybrid rainfall-runoff model is 

developed by embedding an artificial neural network (ANN) 

into a monthly lumped conceptual model termed the dynamic 

water balance model (dynwbm). Based on this approach, 

groundwater storage parameters are eliminated, and direct 

runoff and deep percolation outputs derived with three 

conceptual parameters are served as input to the ANN part. In 

this serial hybridization, the dynwbm parameters and ANN 

weights are calibrated simultaneously. The proposed hybrid 

model, dynNN, equipped with an automatic calibration 

algorithm, has been applied at a key location in the Gediz River 

Basin of western Turkey. From the performance measures 

assessed, it has been proven that a robust model has taken the 

strengths of conceptual and artificial neural networks while it 

has disregarded their drawbacks. 

Keywords—Conceptual Rainfall-Runoff Modeling, Artificial 

Neural Network, Gediz River Basin, Automatic Calibration 

I. INTRODUCTION 

The transition of rainfall to runoff over a watershed is a 
dynamic and nonlinear process due to hydrological 
components heterogeneously distributed in the basins and 
their spatial-temporal changes. Conceptual rainfall-runoff 
(CRR) models were commonly used in this concept for 
modeling. Interconnection between physical and hydrological 
processes through a series of conceptual soil moisture and 
groundwater stores can be represented with simplified 
mathematical expressions in CRR models [1]. On the other 
hand, related literature has pointed out that machine learning 
(ML) models that do not require detailed hydrological process 
knowledge can be better options against CRR models [2]. 
Concerning the use of artificial neural networks (ANNs) in 
rainfall-runoff modeling, it is clear that the use of this 
method did not lose popularity after the mid-1990s. In the 
related literature, the main beneficial aspects of ANNs, which 
are compensating for the missing hydro-meteorological data 
information, providing relatively more flexible predictions 
using nonlinear mapping, and simulating hydrological 
processes only through various observations, were 
accentuated [3].  

In addition to the application of CRR and ML modeling, 
some researchers have tried to discover different alternatives 
to combine the strengths of those techniques as they recognize 
the capability of traditional conceptual models in representing 
the physical properties of the basins and the dominance of the 
data-driven models in exploring the nonlinear relationship 
between input and output series.  

The first study on this subject was profoundly handled by 
[4]. They incorporated the simulated soil moisture index 
values obtained from the GR4J model (in French, modèle du 

Génie Rural à 4 paramètres Journalier) with the certain 
parameter estimations into the ANNs to improve short-term 
streamflow simulation capability. Inspired by their study, 
other researchers have recently introduced similar 
implementations [1,2,5,6].  In those coupled model exercises, 
after the parameter calibrations of the CRR models are made, 
their several outputs constitute auxiliary inputs for the ML 
model training. However, in this parallel hybridization 
comprising two consecutive processes, performing the 
cascade calibration of CRR and ML models increases the 
computational complexity. Moreover, the mutual interaction 
between the parameters governing CRR and ML models is 
also not considered.  

In this study, to overcome the several drawbacks 
addressed, the embedding of multi-layered ANN into a 
monthly CRR model called the dynamic water balance model 
(dynwbm) has been provided, and all defined parameters 
(dynwbm parameters and ANN weights) have been calibrated 
simultaneously. Unlike most studies, we also eliminated the 
groundwater store of the dynwbm (with baseflow parameters) 
and forwarded only the direct runoff and deep percolation 
outputs of the dynwbm to the input layer of ANN to enhance 
streamflow simulation. To detect any benefits achieved by the 
hybridization of the conceptual and ANN-based methods, a 
comparison, which involves relative performances of the 
single ANN, dynwbm with linear and nonlinear baseflow 
functions, and the hybrid model termed as dynNN, has been 
made for monthly runoff prediction regarding an exemplary 
subbasin in western Turkey. 

II. METHODOLOGY 

A. Dynamic Water Balance Model 

Although there are many CRR models in the hydrology 
literature, the dynamic water balance model (dynwbm) 
proposed by [7] was chosen for this study because it is a 
parsimonious model and performs well in various climatic 
conditions [8,9]. The model is also efficient because it only 
requires potential evapotranspiration (PET) and monthly total 
precipitation (P) as input variables to simulate monthly runoff. 

In the study, two variants of the dynwbm model were 
examined separately against the hybrid model proposed. First 
version contains the linear baseflow function (after this 
referred to as dynLGWS) as applied in [7]. The other version 
uses a nonlinear baseflow function (after this referred to as 
dynNLGWS). Schematic representation of the conceptual 
flow chart and the related computation steps is given in Fig. 1. 
The parameter definitions are also denoted in this figure. We 
had to provide a brief content of the model due to the page 
limitation. Further details can be found in [7].
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Fig 1. Schematic diagram of the dynwbm, the related calculation steps, and the parameter definitions. 

B. Artificial Neural Network 

Despite several ANN architectures in the related literature, 
feed-forward neural networks, which are sometimes referred 
to as multi-layer perceptron, are the commonly known type. 
In the ANN training, the weights and bias terms are calibrated 
through an optimization algorithm, which can also calibrate 
CRR models. As is known, the complexity of ANN can be 
configured by the number of nodes in the hidden layer (nnh), 
and herein a trial-and-error approach is usually preferred to 
find the convenient nnh [1]. The log-sigmoid transfer function 
was used at both the hidden layer nodes and the output layer 
node. In the study presented, the ANN model, referred to as 
the ANN1, was trained with two inputs: precipitation (P) and 
potential evapotranspiration (PET). On the other hand, to 
represent the initial catchment wetness, the model referred to 
as ANN2 was trained by adding one-month-ahead 
precipitation data as the third input.  

C. Hybrid Rainfall-Runoff Model 

As seen in Fig.2, the hybrid dynNN model consists of 
conceptual and ANN parts. The expressions from E1 to E7, as 
shown in Fig. 1, are performed with the Smax, α1, and α2 
parameters in the conceptual part that needs inputs such as P, 
PET, and initial soil moisture content (So) and the simulated 
Rec and Qdirect outputs are transmitted to the ANN part. In this 
case, the baseflow computation of the conceptual model in 
which the groundwater storage is governed with a one-
parameter variant dynLGWS or a two-parameter variant 
dynNLGWS is eliminated by means of ANN part structured. 
This nested configuration converted the mentioned conceptual 
outputs to the runoff at the drainage basin outlet. In this model, 
by the log sigmoid activation function, the normalization 
function scales new inputs (I1=Rec and I2=Qdirect) and 
observed runoff values (Qobs) so that they fall in the range 
[0,1]. After compiling the input matrix as in Eq.(1), the 
weighted aggregation matrix formed between the input layer 
and the hidden layer, and the hidden layer outputs are obtained 
by Eq.(2) and Eq. (3), respectively. 
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where Inp is the network input matrix consisting of 
normalized values of the soil-water fluxes simulated from the 
conceptual part; L is the data length for the calibration or 
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where Wi,j
(1) and bj

(1) are the weight and the bias term, 
respectively, existed between the input layer and hidden layer 
(i=1 to 2; j=1 to nnh); f (1)(.) is the activation function 
converting the related aggregation matrix net(1) to hidden layer 
outputs.  

After that, hidden layer outputs are turned into the scaled 
outputs of the output layer using Eq. (4) and Eq. (5). 
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Computation steps

Parameter definitions:

Smax: the maximum capacity of soil moisture storage.

α1: the parameter controlling the rainfall retention and the direct runoff.

α2: the parameter relating to the evapotranspiration efficiency.

d, e: the baseflow parameters.
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where Wj
(2) is a weight that existed between the hidden layer 

and the output layer (j=1 to nnh); b(2) is the bias term 
connecting to the output node; f (2)(.) is the last utilized 
activation function transforming the aggregation matrix net(2) 
to the scaled model outputs Qm,s.  

In the final stage of the hybrid model, the reverse-scaling 
converts the scaled network outputs Qm,s back into the runoff 
predictions (Qmodeled), having the same unit as the original 
targets. 

 As can be seen from Fig.2, not only three parameters 
managing the conceptual part but also the weights and bias 
terms providing inter-layer connection in the ANN part need 
to be tuned. In the study, the hybrid model whose total number 
of parameters is equal to 4 × nnh + 4 was trained with an 
optimization algorithm named hybrid particle swarm 
optimization (HPSO) algorithm. Further details about the 
algorithm run can be accessed from [9]. 

 

Fig. 2 The illustrative flowchart of the hybrid model 

 

D. Criteria Used For Evaluating The Performances Of 

Models 

In this study, as the objective (cost) function within the 
HPSO algorithm, the conventional sum-of-squared errors 
(SSE) function was used. The calibration of all models 
requires minimizing SSE. In addition to questioning SSE 
values in training and validation periods, different 
performance metrics are also utilized for analyzing the quality 
of the predictions. In a review about model assessment, [10] 
have recommended some quantitative statistics, namely, 
Nash–Sutcliffe efficiency (NS), the ratio of the root mean 
square error (RMSE) to the standard deviation of the observed 
runoff (RSR). The models were graded in terms of their NS 
and RSR performance, and the classification system was 
given in Table 1 [10,11,12]. 

Table 1. Classification criteria for hydrological models [10] 

 

III. STUDY AREA AND DATA 

In this study, the Acisu station in the Gediz Basin, which 
has a drainage area of approximately 3,272.4 km2, was 
selected to apply the hybrid model described previously. This 
station is located in the north-east part of the basin and feeds 
the Demirköprü reservoir. In the subbasin with regard to this 
station, the mean annual temperature is about 15 oC, while the 
total annual areal precipitation calculated from the Thiessen 
polygon method is about 505 mm.  

As a first model input, the monthly time-scale Thiessen-
weighted precipitation series (P) obtained from the Turkish 
State Meteorological Service (MGM) data was prepared. 
While monthly temperature and relative humidity data were 
compiled from the meteorological stations operated by MGM, 
ERA-Interim reanalysis data sets having 0.750 × 0.750 
resolution were used for other variables (wind speed and solar 
radiation) needed for the Penman-Monteith equation to obtain 
areal mean PET estimations used as second model input 
series. 

IV. RESULTS 

A. Optimization Algorithm Setting And Calibrated 

Parameters 

In the study, the data obtained for the Acisu station were 
divided into two equal parts for calibration and validation. As 
the first month of the water year started in October, and the 
rainfall regime is weak in September, the initial storage values 
in the models having conceptual reservoirs were set to zero at 
t=0. Then, control variables of the HPSO algorithm, which 
calibrate the models automatically, have been selected. The 
acceleration coefficients c1 and c2 were set to 2.0. The chaotic 
random inertia weight was operated as the velocity updating 
rule of the algorithm. The Levenberg-Marquardt (LM) part of 
HPSO that exalts the calibration speed and solution stability 
was also adjusted as in [9]. The population size of the 
algorithm also was defined as 50, which is adequate for all 
modeling processes. A broader estimation bound was 
assumed for the three common parameters in the two dynwbm 
variants and the dynNN. Accordingly, the lower-upper bound 
of parameter Smax is 50-1000 mm, while those of α1 and α2 are 
0.01-0.90. Besides, the range of 0.01-1.0 was chosen for the 
parameter d in dynLGWS, while the range of 0.01-10.0 was 
taken for parameters d and e in dynNLGWS. After the 
initializing lower and upper bound of the dynwbm and the 
water balance part in the dynNN model, bounds of weights 
and biases, which are the free parameters of the ANN part, 
were also set to -1 and 1. Five simulations were done for both 
models. Additionally, the dynNN model with a range of 2–20 
hidden nodes was sensitively trained by HPSO. After all trials 
for simulations, the solution which provides the smallest SSE 
in the validation period was accepted as the best one, and the 
calibrated parameters were given in Table 2 (Since sharing the 
calibrated ANN weights of dynNN would take up space in the 
paper, only optimal nnh numbers were specified). 
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Vey Good 0.75<NS≤1.00 0.00≤RSR≤0.50 3

Good 0.65<NS≤0.75 0.50<RSR≤0.60 2

Satisfactory 0.50<NS≤0.65 0.60<RSR≤0.70 1

Unsatisfactory NS≤0.50 RSR>0.7 Unsatisfactory
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Table 2. Calibrated parameters of the original and modified 
models 

 

B. Calibration and Validation Performances 

In the study, the calibration period findings indicate that 
the increase in the number of parameters has also reflected on 
the model prediction precision. While the dynNLGWS shows 
a small improvement compared to the original one 
(dynLGWS), the situation in the dynNN is unsurprisingly 
much more pronounced. For the station, dynNN achieved a 
13% reduction in the training RMSE compared to its closest 
competitor. In return for this determination, the perception 
that parsimonious models can produce more reasonable 
predictions in the validation period should be questioned. So, 
it is thought that it will be more consistent with scrutinizing 
the relative success of the dynNN by means of the validation 
outputs. Table 3 shows that the best results for Acisu station 
according to each metric are highlighted in bold, and the 
grading regarding the NS and RSR is given in Table 4. 

Moreover, it is immediately obvious from Table 3 that the 
two-input ANN was the worst among all models as it gave the 
lowest NS and the highest RSR. Without using any antecedent 
data, it produced predictions that could only fall into 
satisfactory and unsatisfactory (US) categories. According to 
the same table, it is apparent that the dynNN provided the most 
accurate and reliable predictions in terms of all criteria 
considered. Besides, it supplied the necessary conditions for 
the very good category whose limit values are given in Section 
2.D and got six points. Besides, dynNN is the only model that 
got the maximum point during the validation period. On the 
other hand, as can be seen from Table 4, dynLGWS and 
dynNLGWS models were able to produce results that got 
involved in good or very good categories in NS and RSR.  

Table 3. Performance of the models during calibration and 
validation periods 

 

Table 4. Grading of the models during calibration and 
validation periods  

 

As can be seen in Fig. 3, even if there were small 
diversions on high and low flow predictions produced by the 
hybrid model, it was more robust and reliable when compared 
with the closest competitor dynNLGWS. While the desired 
value of the slope of the trendline is 1, the validation period 
results of the dynNN and dynNLGWS model are 0.96 and 
0.81, respectively. Besides, in Fig. 4, the time series of the 

observed data and the modeled data using dynNN visually 
support the simulations derived. 

(a) 

 

(b) 

 

Fig.3 Scatter plot for (a) dynNLGWS and (b) dynNN. 

Models d e

dynLGWS 224.29 0.62 0.76 0.50 -

dynNLGWS 230.03 0.62 0.76 0.76 1.32

dynNN (nnh = 3) 783.39 0.72 0.52 - -

        

RMSE (mm) NS RSR RMSE (mm) NS RSR

dynLGWS 3.52 0.84 0.40 4.83 0.69 0.56

dynNLGWS 3.49 0.84 0.40 4.71 0.70 0.54

ANN1 6.47 0.45 0.74 6.31 0.47 0.73

ANN2 4.29 0.76 0.49 4.71 0.70 0.54

dynNN 3.03 0.88 0.35 3.50 0.84 0.40

Calibration Validation
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NS RSR NS RSR
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V. CONCLUSION 

In this study, it was questioned whether a hybrid-style 
rainfall-runoff model, in which ANN was directly embedded 
into a known conceptual model, provided better monthly 
runoff predictions. The model abbreviated as dynNN was 
applied to a critical station located at the Gediz Basin in 
western Turkey. To test the idea, which argues that combining 
the prominent strengths of a conceptual model and the ANN 
into a single model will perform well, the dynNN 
performances were compared to those obtained from dynwbm 
variants and ANN individually. The advantages and some 
limitations of the hybrid model proposed and other detections 
made are listed below. 

1) The primary mastery of the offered hybridization over the 
ANN-based black-box models is that it better reflects the 
initial catchment conditions because the conceptual outputs 
processed in its ANN part are the functions of the simulated 
soil moisture content. 

2) Besides, the fact that the dynNN does not require any 
antecedent data makes it sufficient to be used in the studies 
pertaining to streamflow projections under climatic change 
scenarios.  

3) While an improvement in monthly runoff prediction was 
achieved with the dynNN, the main conceptual structure of the 
reference model was preserved so that the major fluxes, 
including actual evapotranspiration, recharge (except for 
baseflows), and soil moisture that may then serve as an 
additional information for the other exercises such as hydro-
meteorological drought analyzes. 

4) Although hybridization approaches in the literature usually 
exploit machine learning models like ANNs for the output 
updating correction of CRR models, the hypothesized 
approach refers to serial hybrid modeling, where conceptual 
and black box models are intertwined in one structure. In this 
respect, the study sheds light on the further evaluation of 
different conceptual models (daily and monthly models) and 
much more sophisticated machine learning techniques within 
the scope of serial hybridization. Such a comprehensive study 
is under review. 

5) On the other hand, a limitation of dynNN is that it needs the 
expertise to code the coupled serial structure and the time to 
successively train the algorithm and pick out the ultimate 
solution among numerous trials. 

 

Fig. 4 Time series representation for simulations derived from dynNN model (in millimeters). 
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Abstract— Type 1 diabetes (T1D) is a serious global problem. 

Several differential equation models have been proposed to 

model the blood glucose levels (BGLs) in the human body. 

However, a comparison of prediction of BGLs via non-recurrent 

models (multilayer perceptron or MLP), recurrent models (long 

short-term memory or LSTM), and statistical models (vector 

auto-regression or VAR) has received relatively little attention. 

This research's primary objective is to address this literature 

gap and propose BGL predictions via non-recurrent, recurrent, 

and statistical models. A T1D dataset was compiled from a 

differential equation-based mathematical diabetes simulator, 

Automated Insulin Dosage Advisor (AIDA). A non-recurrent 

model (MLP), a recurrent model (LSTM), a statistical model 

(VAR), and a weighted ensemble model of the individual models 

were developed. In all models, the time-series BGLs were 

divided into 80% training and 20% test. Results revealed that 

the recurrent LSTM model outperformed the non-recurrent 

MLP and statistical VAR models during training and test to 

account for the BGLs from the AIDA model. Furthermore, the 

weighted ensemble model performed the best to account for the 

BGLs from the AIDA model among all models. Overall, 

machine learning models may provide an alternative to 

differential equation models for simulating healthcare 

variables. We illustrate the significance of using ensemble 

models for blood glucose predictions.  

Keywords— Long short-term memory (LSTM) model, time-

series forecasting, blood glucose levels, multilayer perceptron 

(MLP), vector autoregression (VAR), weighted ensemble model, 

Automated Insulin Dosage Advisor (AIDA). 

I. INTRODUCTION 

Type 1 diabetes (T1D) is among the most prevalent 
diseases globally, primarily widespread in both developed and 
developing countries [1]. In India alone, approximately 30 
million people are affected by T1D [2], induced by an adverse 
reaction that eliminates the cells that make insulin in the 
pancreas. Basic indications associated with this disorder are a 
fluctuation of blood levels that may lead to the subconscious 
or blackout-like disorders, cardiac arrest, permanent 
blindness, diabetic foot, and mental illness [2]. Diabetes 
complications can be controlled when patients regularly 
monitor their blood glucose levels while changing their insulin 
dosage. With the help of prior records consisting of blood 
glucose levels (BGLs), it may be possible to predict the future 
BGLs. This BGL prediction may help patients, and healthcare 
workers maintain the BGLs as close as possible to their usual 
levels. The BGL predictions may be influenced by lifestyle 
factors, complications, and response to treatment among 
individual patients [2].  

For the prediction of BGLs, several computer-assisted 
differential equation models have been proposed [3]. For 
example, for patient and medical staff education, an 
Automated Insulin Dosage Advisor (AIDA) model of 
glucose-insulin interaction in T1D patients has been proposed 
[3]. This model aims to represent the underlying physiology 
of insulin action and carbohydrate absorption in quantitative 
terms, such as insulin sensitivity. Struble et al. [4] trained a 
preliminary feed-forward neural network on the AIDA 
models' predictions using a window model. For a 15-minute 
prediction horizon, these authors obtained an optimal model 
for each of the ten patients developed using AIDA.  

An alternate approach to predicting BGLs could be via 
machine learning or statistical models [5]. Various prior 
approaches for glucose prediction have been suggested in the 
literature [6]. These approaches have focused on statistical 
models like autoregression (AR), moving average (MA), and 
ARMA models [7]. Some of the machine learning models 
investigated were artificial neural networks (ANNs) and 
support vector machines (SVMs) [7]. For example, Razavian 
et al. compared neural networks and logistic regression 
models with several hand-engineered and clinically relevant 
features [8]. Razavian et al. Used ANNs 15-minutes ahead of 
time for predicting BGLs. These authors used actual 
continuous glucose monitoring (CGM) data for making 
predictions for 12 patients. The feasibility of NN models to 
predict BGLs was also demonstrated by Razavian et al. [8]. 
These authors used a predictive window that varied in the 50-
180 minute range [8]. Uh, Sandham et al. [8] Implemented an 
ANN model for predicting BGLs for two female patients [9]. 
These authors’ objective was to explore the effectiveness of 
ANNs to educate and counsel patients with T1D for short-
term therapy. A related study [9] was conducted to provide 
short-term therapeutic advice where RNN models predict 
BGLs. Karim et al. [10] used LSTMs to predict BGLs for up 
to one hour. The model requested only the T1D patient's 
glucose history [10].  

Although the literature has suggested using statistical, 
ANN, and RNN models, a comprehensive evaluation of 
statistical, non-recurrent, and recurrent models has lacked in 
literature. Moreover, the investigation and benchmarking of 
ensemble models that combine the predictions of different 
statistical, non-recurrent, and recurrent models is yet to be 
performed. This research's primary objective is to address 
such gaps in the literature and formulate a comprehensive 
study of the statistical, non-recurrent, recurrent, and ensemble 
models in their ability to predict BGLs. Specifically, we 
develop and compare a statistical vector auto-regression or 
VAR model, a non-recurrent multilayer perceptron (MLP) 
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model, an LSTM model, and a weighted ensemble model 
consisting of the individual models. We approach the BGL 
prediction as a time-series forecasting problem since BG 
measurements have a natural temporal ordering. The data used 
for model prediction is obtained from the AIDA model. It 
comprises BGL measurements taken at 15-minute intervals by 
a CGM system involving insulin injections, meals, exercise, 
and sleep. The ensemble model is developed using a grid 
search method that takes a weighted average of individual 
statistical, non-recurrent, and recurrent models. Here, 
ensembling is performed on a large dataset by considering 
both statistical, non-recurrent, and recurrent models. In the 
next section, we discuss the background literature relevant to 
this study. The background is followed by data, models, 
results, and discussion.  

II. BACKGROUND 

Prior research has investigated certain statistical models for 

BGL predictions [11]. For example, Zhao et al. [11] 

developed a statistical model named latent variable (LV) to 

predict the glucose levels and forecast future glucose 

concentrations. The LV model was compared to an AR model 

and an AR exogenous input model. However, no 

benchmarking against different machine learning models was 

investigated. Similarly, Zhao et al. [11] analyzed the inter-

individual variability of the underlying glucose levels and the 

relative predictive power of different frequency band 

exogenous inputs for online subcutaneous glucose 

predictions. However, no benchmarking against ML models 

was investigated.  

Certain researchers have proposed non-recurrent and 

recurrent models for glucose predictions. For example, Karim 

et al. [10] proposed end-to-end training of recurrent neural 

network-based models, needing nothing but the history of the 

patient's glucose level. The models generated the prediction 

and estimated its certainty, enabling users to interpret the 

levels expected. However, benchmarking was limited, and no 

ensemble approaches were investigated. 

Jianwei et al. [12] proposed a new deep learning technique 

based on a dilated recurrent neural network (DRNN) model. 

The model had predicted future glucose levels. However, 

benchmarking with some other models and evaluation of an 

ensemble model was still absent. 

Similarly, Quchani et al. [13] compared MLP and Elman 

neural networks' performance to predict glucose level in T1D. 

They proposed that the Elman model might be effective in 

predicting the T1D in long-term blood glucose levels. Also, 

an improvement in prediction accuracy was shown by RNN 

models. Furthermore, Quchani et al. [14] built a method that 

uses some variables from previous intervals and blood 

glucose level as input and correctly predicted blood glucose 

level for the next interval. Chouikhi et al. [15] compared the 

radial basis function (RBF) neural network with the other-

implemented ANNs such as MLP. Results revealed that the 

RBFNN technique provided excellent results over the MLP 

neural network, and the RBFNN provided better 

generalization. However, again the benchmarking was 

limited, and no ensemble approach was investigated. 

This research aims to find the best performing model for 

predicting BGLs to overcome the gaps in the literature. Thus, 

a new ensemble model is developed using the non-ensemble 

models in this paper. The predictions from MLP, LSTM, and 

VAR models are provided as inputs to a final ensemble 

model. 

 

III. DATA 

A. Data description 

Data include the blood glucose levels of 40 T1D patients 
over a 24-hour time-period at 0.25-hour time steps. Data were 
split into a training data set (80 percent) and test data set (20 
percent) for each patient. To obtain the collection of multi-
patient data, training, and test samples for all patients were 
stitched together, respectively. Table 1 gives details about the 
13 input features, including time, present in the data. The 
attribute to be predicted was the blood glucose level of 
patients over time. We first converted our time-series into X, 
Y pairs, such that for a vector X of past values passed into a 
model, we got a 0.25-hour look ahead prediction for the 
glucose values vector Y for a patient at a certain time-step. 

Fig. 1 shows the stitched time-series of BGLs (overall 40 

patients). The x-axis in Fig. 1 shows the time-series value of 

all 40 patients from the dataset. In the dataset's construction 

in Fig. 1, we had to first stitch the 80% training values across 

all 40 patients and then stitch the remaining 20% test values 

across all 40 patients. In Fig. 1, the vertical line shows the 

training and test data split. 

TABLE I.  INPUT FEATURES FROM AIDA MODEL 

Attribute Attribute Description 

Weight (Kg) Weight of every patient measured in kilograms. 
(Min: 60; Max: 99) 

Time (hours) Multiples of 0.25, starting from 0 to 24. 

Carbohydrates 
(grams) 

Carbohydrates are the sugars, starches, and fibers 
found in the meal intake of patients. (Min: 0; Max: 

80) 

Short-acting 
injections (units) 

The injection took 15-minutes before the meal by the 
patient. The injection has its max effect of two to five 

hours, and the effect lasts for six to eight hours. 
(Min: 0; Max: 25) 

Intermediate & 
long-acting 

injections (units) 

The injection took 15-minutes before the meal by the 
patient. These injections are to lower blood glucose 
levels. They have max effects from 24 to 48 hours. 

(Min: 0; Max: 40) 

Type of medicines 
(units) 

These are the type of medication used by patients for 
T1D control. 

Kidney function 
RTG (mmol/l) 

The renal glucose threshold (RTG) is the blood 
glucose concentration at which the kidneys start to 
excrete glucose into the urine. (Min: 7; Max: 11) 

Kidney Renal 
function (mL/min) 

Renal activity is essentially a test of how well the 
kidneys operate. (Min: 40; Max: 100) 

Insulin 
Sensitivities Liver 

(mmol/l) 

The normalized values reflect the sensitivity of the 
liver and periphery to insulin. 

Glucose 
Upper/lower Limit 

(mmol/l) 

These higher and lower limits have Glucose values 
(Min: 4; Max: 10). 

Blood glucose 
level (mmol/l) 

Variable to be predicted for every patient over time.  

(Min: 2; Max: 15.7) 

 

313



 

Fig.1. Time-series plot of BGLs across patients over 24 
hours. The vertical line separates the training and test datasets. 

B. Models 

MLP The multilayer perceptron is a state-of-the-art model 

that has been used for both classification and regression [15]. 

A basic MLP model was constructed with an input layer, an 

output layer, and a hidden layer. Except for the input node, 

every node in the network took the input from the previous 

layer and forwarded the output to the next layer after applying 

the activation function. It utilized the backpropagation 

technique in training to minimize the error in the prediction 

[15]. The node inputs were multiplied with the weights (W), 

which were optimized based on the error (the difference 

between the actual value and predicted value) of the network 

and the backpropagation technique during the model's 

training. We varied the number of layers, lookback period, 

and nodes per layer in the MLP model. 

 

VAR Model the VAR is an algorithm used for multivariate 

forecasting when two or more time-series affect each other. 

The time-series is modeled as a linear combination of its lags 

in autoregression models. To predict future values, the 

present and past values in a sequence are used.      

  

Υt = α + β1 Υt-1 + β2 Υt-2 + ‧‧‧ + βp Υt-p +єt‧     (1)                   

 

Where the intercept is represented by α and the coefficients 

of lags of Y are represented by the β1, β2 ..., βp. Y's lookback 

period is represented by ‘p’ in the equation, and the number 

of ‘p’ values represents the number of predictors in the 

equation. The єt was the error term. We varied the p order in 

the VAR model. 

 

LSTM The LSTM is a type of RNN model with the ability to 

remember values from earlier stages. The cell state in an 

LSTM acts as a conveyor belt (ct), which helps unaltered 

information flow through the units with only a few linear 

interactions [16]. Each unit has an input (it), output (ot), and 

a forget (ft) gate, which can add or remove information to the 

cell state. The forget gate decides what information from the 

previous cell state needs to be overlooked, for which it uses a 

sigmoid function. The input gate controls the information 

flow to the current cell state using a point-wise multiplication 

operation of sigmoid and tanh. Finally, the output gate 

decides which information should be passed on to the next 

hidden state (ht). The sigmoid function outputs numbers 

between zero and one, describing how much each component 

should be let through [16]. We varied the LSTM model's 

three parameters, namely lookback period, number of layers, 

and number of nodes per layer. 

 

Ensemble model the ensemble model utilized various 

individual models to forecast an outcome [17]. Using a 

weighted average approach in the ensemble model, we 

ensembled the individual models (such as MLP, LSTM, and 

‧VAR) [17]. Each model was assigned a weight to decide the 

contribution of the model in the prediction. To optimize the 

hyperparameter in the ensemble model, a grid search method 

was implemented, where the weights of individual models 

were estimated. Thus, weights were assigned to individual 

models such that the ensemble model produced the lowest 

training error.  Equation 6 illustrates how the prediction was 

achieved using weights in the ensemble model.  

  

𝑦𝑡 = 𝑊𝑀𝐿𝑃 + 𝑚𝑀𝐿𝑃 + 𝑊𝐿𝑆𝑇𝑀  𝑚𝐿𝑆𝑇𝑀

+  𝑊𝑉𝐴𝑅  𝑚𝑉𝐴𝑅 

(2) 

 

Where, 𝑦𝑡  was the output (prediction) of the ensemble model; 

WMLP, WLSTM, and WVAR were the values of weights (between 

0 and 1) of each model MLP, LSTM, and VAR, respectively; 

and, 𝑚𝑀𝐿𝑃 , 𝑚𝐿𝑆𝑇𝑀 , and 𝑚𝑉𝐴𝑅  were the predictions of the 

MLP, LSTM, and VAR models, respectively. 

C. Optimization of Model Parameters 

Machine learning models were optimized using a grid search 

method. The grid search method used an exhaustive search to 

find the best parameter within the given range. Table 1 

displays the different set of parameter values adopted in 

different models. The hyperparameters for MLP were varied 

in following ranges: lookback period (1, 2, 3, 4, 5, 6, and 12); 

number of hidden layers (1, 2, 4, 6, 8, 16, 32, and 64); and, 

nodes per layer (1, 3, 6, 12, 25, 50, 75, and 100). In LSTM, 

parameters were varied as: lookback period (1, 2, 3, 4, 5, 6, 

and 12); number of hidden layers (1, 2, 4, 6, 8, 16, 32, and 

64); and, nodes per layer (1, 3, 6, 12, 25, 50, 75, and 100). In 

the VAR model, the p-parameter was varied as integers 

between 0 and 12. In the ensemble model, the weights were 

varied between 0 and 1 in steps of 0.01.  

TABLE II.  PARAMETER OPTIMIZATION OF MODELS 

Model Parameter Range of values 

MLP  

Lookback period  
1, 2, 3, 4, 5, 6, 12 

Hidden layers  1, 2, 4, 6, 8, 16, 32, 64  

Nodes per layer  
1, 3, 6, 12, 25, 50, 75, 

100  

LSTM    

Lookback period  1, 2, 3, 4, 5, 6, 12 

Hidden layers  1, 2, 4, 6, 8, 16, 32, 64  

Nodes per layer  
1, 3, 6, 12, 25, 50, 75, 

100 

VAR p-order [0, 12] 

Ensemble  

wMLP  [0, 1] in steps of 0.01  

wLSTM  [0, 1] in steps of 0.01  

wVAR  [0, 1] in steps of 0.01  

 

 

Input and outputs of the model We first converted our time-

series into X, Y pairs. For a vector X of past values passed 

into a model, we got a 0.25-hour look ahead prediction for 
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the glucose values vector Y for a patient at a certain time-

step. Thus, corresponding to the vector Y, the model's 

prediction was based upon past values X. The X vector 

consisted of initial n time values of glucose for the 

corresponding patient. 

An X, Y pair was defined as a packet, and several such 

packets were created across different model attributes. These 

packets were shuffled before inputting them into a model. 

 

Accuracy measure The problem of glucose prediction is a 

regression problem, where a floating value is predicted for 

the resulting BGL. Thus, between the real value and the 

predicted value of BGLs, the root means square error 

(RMSE) was estimated. The RMSE was computed as: 

 

𝑅𝑀𝑆𝐸 = √∑ (𝑃𝑟𝑒𝑑𝑖 − 𝑅𝑒𝑎𝑙𝑖)
2𝑛

𝑖=1
𝑛⁄                 (3) 

Where, the 𝑅𝑒𝑎𝑙𝑖 is the actual value from the AIDA model, 

the 𝑃𝑟𝑒𝑑𝑖  is the value predicted by the model under 

investigation, and 𝑛 is the total number of data points. 

IV. RESULTS 

The best hyperparameter values have been reported for 
different models in training data in Table III. The best 
parameters for MLP were lookback period: 4, hidden layers: 
4, and nodes per layer: 75. The optimized parameters for 
LSTM were defined as: lookback period: 4, hidden layers: 4, 
and nodes per layers: 75. Furthermore, the best value of p in 
the VAR model was 2. Lastly, the ensemble model's best 

weights were: wMLP: 0.0, wLSTM: 0.43, and WVAR: 0.57.  

TABLE III.  OPTIMIZED PARAMETERS FOR MODELS 

Models Optimized  parameters 

MLP 
Lookback period: 4, hidden layers: 4, 

nodes per layer: 75 

LSTM 
Lookback period: 4, hidden layers: 4, 

nodes per layers: 75 

VAR p-value: 2 

Ensemble Model wMLP: 0.0, wLSTM: 0.43, WVAR: 0.57 

Table IV shows the RMSEs from different models in training 
data. The ensemble model obtained the lowest RMSE among 
all models, which was observed to be 3.9511. Among all 
models, the LSTM performed the second-best with an RMSE 
of 3.9808. The LSTM was followed by the VAR model 
(RMSE of 4.7294) and MLP model (RMSE of 7.4951). 

TABLE IV.  RMSES IN DIFFERENT MODELS IN THE TRAINING DATASET. 

Model RMSE in the training dataset (mmol/l) 

MLP 7.4951 

LSTM 3.9808 

VAR 4.7294 

Ensemble Model 3.9511 

Table V shows the RMSEs from different models in test data. 
The ensemble model again obtained the lowest RMSE among 
all models (= 4.5871). Among all models, the LSTM 
performed second-best (RMSE of 5.6673), and it was 

followed by the MLP model (RMSE of 6.4065) and VAR 
model (RMSE of 7.1578). Fig. 2 and 3 show the predictions 
from ensemble and LSTM models in test data.   

TABLE V.  THE RMSES OF DIFFERENT MODELS IN THE TEST DATASET. 

Model RMSE in test dataset (mmol/l) 

MLP 6.4065 

LSTM 5.6673 

VAR 7.1578 

Ensemble Model 4.5871 

 

 

Figure 2: Predicted and the actual value obtained from the 
ensemble model in test data. 

 

Figure 3: Predicted and the actual value obtained from LSTM 
model in test data. 

V. DISCUSSION AND CONCLUSION 

The number of people with type 1 diabetes (T1D) is 
growing worldwide, and due to vascular complications, most 
people with T1D may suffer from severe consequences [18]. 
This research aimed to develop ensemble forecasting models 
that could combine individual machine learning predictions 
from statistical, non-recurrent, and recurrent models with a 
high degree of accuracy and predict blood glucose levels 
(BGLs). We used the T1D data set provided by the AIDA 
model for our model development, training, and testing. Our 
study revealed that BGL prediction could be carried out by 
different statistical (VAR), non-recurrent (MLP), recurrent 
(LSTM) models. Also, both in the training and test datasets, 
the weighted ensemble model performed the best, integrating 
the individual prediction models. The Root Mean Square 
Error (RMSE) for both the training and test data were small in 
the ensemble model.  

First, we found that compared to the statistical (VAR) 
model, the machine learning models (e.g., MLP, LSTM) 
performed better in test data. A probable explanation for this 
outcome may be the presence of non-linearity (MLP and 
LSTM) and memory capabilities (LSTM) available in 
machine learning models. In contrast, the statistical (VAR) 
model possessed a linear structure.  

Second, the weighted ensemble model performed better 
than all other models (LSTM, MLP, and VAR). This finding 
agrees with prior literature, where ensemble models have also 
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been found to perform better than individual models [18]. It 
may also be that the weighting of predictions in the ensemble 
model enabled this model to take the best characteristics of 
individual models in the ensemble models.  

For the real world, this work has some implications. For 
example, if the BGLs exceed predefined thresholds, then 
using the ensemble model, one could promptly warn doctors 
and patients about upcoming fluctuations in BGLs. This 
timely notice could enable T1D patients to avoid many 
dangerous diseases and strokes. The timely warning may also 
help the doctors reduce the patient's problem by early 
diagnosing the problem. Furthermore, the models built can be 
implemented in a production environment at a minimal cost in 
health centers, where BGLs are assessed via sensors in real-
time. 

Future work could capitalize on this research and development 
and compare multivariate models to predict BGLs. Values of 
other variables such as carbohydrates, insulin injections, and 
meal intake time can be used in such models and previous 
glucose values (mmol/l) to achieve higher predictions. Here, 
it is possible to compare the established multivariate 
individual and ensemble models with univariate individual 
and ensemble models. In addition to connectionist models for 
predicting BGLs, another priority may be improving longer-
term blood glucose prediction several hours ahead of time. We 
would like to try some of these ideas in our research program 
concerning the prediction of BGLs. 
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Abstract—Internet of Things (IoT) is an emerging technology.
Many different standardization bodies, national initiatives, re-
search projects and industries, etc, discussed the concept of IoT.
In this study, we did a thorough analysis of different studies
that discussed the concepts of IoT. We found that there are some
common aspects between studies in addition to differences. Some
of the studies foresee the IoT as a network of things or items
that will be available anywhere and anytime. Things will work
as a node of the network and can be accessed by anyone from
any place. As different studies discussed different perspectives
of IoT, we believe that a sound and standard understanding
of the concept of IoT is important to develop and improve the
technologies of IoT.

Index Terms—Internet of Things, Events, Connectivity, Data
Sensing Protocols, Availability of Network.

I. INTRODUCTION

Internet of Things (IoT) is an arising technology. From last
decade it has been in the spotlight. It is regarded as one of the
innovative technologies of this century [1]. Near future IoT
technology will be used by billions of devices. It is predicted
that there will be 30 billion IoT devices by 2020 [2]. In the
year 2017, the number of IoT-enabled devices increased by
31% in number 8.4 billion. The market value is expected to
reach $7.1 trillion by 2020 [3].

IoT has got the attention of academy, industry and society
because this will technologically enhance our daily activities,
create new business models, services and products. Many
alliances, enterprises, organizations and governments have rec-
ognized its significance and recognized its potential benefits,
which leads them to embark on initiatives and undertake
strategic projects targeting to grow this field for generating
profits out of it and undertake strategic projects [4, 5, 6, 7, 8].

The fast multiplication of web associated gadgets with
ascent of the IoT provides extraordinary expectation. These
recently associated gadgets bring the guarantee of upgraded
business efficiencies and expanded consumer loyalty. IoT
includes broadening Internet network past standard gadgets,
for example, work areas, workstations, cell phones and tablets,
to any scope of customarily stupid or non-web empowered
actual gadgets and ordinary articles. Installed with innovation,
these gadgets can impart and cooperate over the Internet,
and they can be distantly checked and controlled. With the
appearance of driver less vehicles, a part of IoT, for example
the Internet of Vehicle begins to acquire consideration [9].

People use IoT as a general term. But what does the IoT
really means? Many different bodies / studies tried to describe
IoT in their papers. They tried to define IoT in different ways.
For example, IEEE discusses, IoT will connect billions of item
or things, which will be embedded with sensors and connects
to internet. IETF considers, IoT will connect all kinds of
objects or things, which will be embedded with RFID tags,
actuators or sensors. These objects will be available anywhere
and anytime.

If we notice carefully, there are lot of similarities, in the
understanding of IoT among these bodies / studies. However,
few studies have extensively described what elements could be
considered as part of the IoT. Few studies have only briefly
described about IoT. Eventually they meant to be similar (their
understandings of IoT have lots of similarities) but, there are
some vocabulary differences among the understanding of IoT.

In this study, we have studied many different literatures
originated by academics, industrial bodies, books etc. Initially,
we group the studies based on organization Standardization
bodies, National Initiatives, Research Projects, White Papers,
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Fig. 1. Grouping of different bodies/studies that discussed about Iot

Books, Industrial Activities. We understand that this organi-
zations have extensively done research on IoT, analyze the
IoT and they tried to attempt to characterize what elements or
things can make IoT infrastructure. In this study, we attempt to
summarize different studies. How they have defined IoT and
in what aspect they are similar and not similar. We also find
the main important aspects of IoT, the common understanding
of IoT. In this paper, we conduct an extensive analysis of the
understanding of IoT in terms of what elements and/or objects
can be considered as part of the IoT. The contribution of this
paper could be pointed out as follows:

• Analysis of common features of IoT as characterized by
different studies and organization.

• Analysis of the understanding of IoT by different studies
and organization that contrasts in terms of features of
different technologies, protocols.

• Grouping of different studies and organizations based on
similar and dissimilar aspects of IoT as discussed by
them.

• Identification of underlying four key characteristics of
IoT namely Events, Connectivity, Data sensing protocol
and Availability of network.

II. LITERATURE REVIEW
In this section, we discuss the understanding of IoT given by

different Standardization bodies, National Initiatives, Research
Projects, White Papers, Books, Industrial Activities.

Many standardization bodies, research projects, national
projects and industrial activities are conducting research in
the field of Internet of Things [10, 11].

Figure 1, lists the names of the different studies, that we
consider in this paper.

Standardization bodies: IEEE, ITU, ITU-T Study Group
13, ISO/IEC, IETF, ETSI, NIST, OASIS, W3C and ZigBee
Alliance

National Initiatives: UK - Future Internet Strategy Group
(UK FISG), Australia – CSIRO, Finland - Internet of Things
Strategic Research Agenda (IoT-SRA), India and Malaysia –
Digital Lifestyle Malaysia (DLM)

Research Projects: CASAGRAS Project, Berkeley Univer-
sity, IoT-A Project, IoT Special Interest Group, CERP-IoT
Project, IERC, ETP EPoSS Project and iCore.

White Papers: “From the Internet of Computers to the
Internet of Things”, “Future Internet”, “The Internet of Things:
Networked objects and smart devices”, “The Internet of
Things”, “The Software Fabric for the Internet of Things”,
“The Internet of Things: In a Connected World of Smart
Objects”, “China’s Initiative for the Internet of Things and
Opportunities for Japanese Business”.

Books: Architecting the Internet of Things, The Internet
of Things: 20th Tyrrhenian Workshop on Digital Communi-
cations, Internet of Things: Legal Perspectives, 6LoWPAN:
The Wireless Embedded Internet, Internet of Things: Global
Technological and Societal Trends from Smart Environments
and Spaces to Green ICT.

Industrial Activities: SAP, CISCO, HP and Google.
After analyzing all the literature of different studies and

organization as mentioned above, a taxonomy tree is drawn
which is shown in figure 2. The tree summarizes the key
aspects of IoT as per the respective studies.

As shown in the tree 2, the understanding of IoT provided by
different bodies/studies, varies in terms of different keywords.
For example, IEEE emphasized understanding of IoT in terms
of network of items, embedded with sensors and internet [12].
According to IEEE, IoT’s true value lies in the data that the
interconnected items share. IoT can improve the operations of
many things, e.g., highways, hospital managements, shipments
managements. However, to get the benefit of IoT that they
consider, several challenges are there: e.g., much intelligent
sensor is required with its own IP address along with the
location, big data analysis, data privacy preservation, etc. They
demand to redefine the current definition of privacy to include
collecting our daily life data, who owns the data etc. However,
the current sensors and network capabilities can delineate the
requirement as IEEE demands. Eventually, the full potential of
IoT’s benefit is still to be explored/enjoyed with the existence
of a very large network containing all the small networks
and the large network can accommodate connections with
products, systems, and machines, throughout the world [12].

International Telecommunication Union (ITU) is the United
Nations specialized organization for information and com-
munication technologies (ICTs). ITU defined IoT in terms
of ubiquitous network and availability of anything with its
location and the specific time. A ubiquitous network means
the network will be available anytime and everywhere [13].
According to ITU, anywhere means on the move, outdoors,
indoors and at the PC. Anytime can be on the move, out-
doors and indoors, night and daytime. Anything might be
between PCs, Human-to-Human(H2H), not using PC, Thing-
to-Thing(T2T), Human-to-Human(H2T). The challenge is to
design a network (ITU refer as next generation network)
that will be able to connect billions of devices/things where
computer devices will be embedded to the everyday objects.
In this report, ITU also described different technologies for the
realization of the IoT. For example: RFID for “tagging things”,
sensor technology for “feeling things” and nanotechnology
for “shrinking things”. ITU addresses some challenges, i.e.,
Standardization and harmonization, Harmonizing the Internet
of Things and privacy implications [13].

We further notice that ITU-T study group defined IoT
as a worldwide infrastructure with focus towards connecting
physical things and virtual things for the information society.
According to them, the physical and virtual things have iden-
tities, physical attributes and virtual personalities with smart
interfaces and these things are integrated into the information
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Fig. 2. Tree of the understanding of IoT by different bodies/studies - part 01.

319



Fig. 3. Tree of the understanding of IoT by different bodies/studies - part 02.

network flawlessly. This standardization body also puts focus
towards enabling the advanced services. Advanced services
refer to the process of identification exploitation, capturing
and processing data etc. According to the ITU-T, IoT also
involves communication and information technology [14].

From the tree 2 we also identify that, in terms of the under-
standing of IoT by ISO/IEC, IoT interconnects people, objects,
systems and information resources through intelligent services.
The information services facilitate processing of information
collected through physical world and takes necessary action
accordingly [15].

IETF considers IoT as a means to connect all kinds of
objects/things (e.g., electronic, electrical, non-electrical). The

things have RFID tags, actuators or sensors and can also repre-
sent people, machine, and information etc. An individual thing
must possess a unique address. These objects are accessible
anytime from anywhere [16].

ETSI defines IoT as Machine-to-Machine (M2M). In such
environment, there is always communication among entities
and the communication can be initiated following an automatic
decision. These automated M2M concepts can be applied
in different applications, for example smart metering, fleet
management and home automation etc [17].

The NIST is one of the oldest laboratories in the area of
physical science situated in USA. This laboratory is a part
of the U.S. Department of Commerce. NIST defined IoT as
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Cyber-physical systems (CPS). IoT and CPS connect smart
devices and systems in different areas such as manufacturing,
energy, healthcare and transportation. As per NIST, IoT en-
hances the efficiency and sustainability of operation to improve
the quality of life [18].

Advancing open standard for the information society (OA-
SIS) introduced IoT as the system where the Internet is
connected to the physical world by using ubiquitous sensors
(i.e., sensors that are available in all real-world things e.g.
all household things, every device, door, room, every vehicle,
every building in city and village, every office, every mobile
on earth and every sensor in every device such as in every bed,
chair or bracelet, in every home, office, building or hospital
room, in every city and village on Earth) [19].

The tree in figure 2 reveals that, W3C considers IoT as
an event pertaining to Web of Things and connects physical
objects and their virtual illustration which consist of Sensors,
actuators, bar code or NFC. As they define IoT, it uses Web
Technologies (e.g., HTTP and JavaScript APIs) to connect
things. These web technologies are used to facilitate the
development of applications and Services for IoT [20].

According to ZIGBEE ALLIANCE, objects communicate
with each other and with people. Objects can refer to variety
of devices e.g., battery-operated device, bulbs, shopping carts,
thermostats, smart meters, refrigerators and more. According
to them, people have more control over the objects around
them and objects communicate and control each other to help
people [21].

UK FISG defines IoT as “future internet”. The term “fu-
ture internet” generally refers to the new architecture of the
Internet. UK FISG also mentions that, IoT is a developing
convergent Internet of things and services which links people
and machines and offers converged or advanced services to
people and businesses. According to UK FISG, the network is
made up of services, data and an advanced wireless and fixed
infrastructure. This network is also available anywhere at any
time [22].

From the tree 2 we also notice that, in terms of the
understanding of IoT by CSIRO (Australia), IoT interconnects
physical things e.g. industrial objects that are used on daily
basis. According to them these physical things should be
embedded with sensors and actuators. They also mention that,
the things should be intelligent and programmable, are capable
of interacting each other as well with humans [23].

As shown in the tree 2, IoT-SRA refers the IOT as
a worldwide network structure that connects heterogeneous
things. Such as personal devices those use wearable wireless
sensors or home appliances those integrate sensors. These
heterogeneous things must pose physical and virtual attributes,
and identities. Standard and inter-operable protocols should be
used in the worldwide network and the system is capable of
self-configuration (like plug and play) [24] [25].

As per the government of India ( Ministry of Communi-
cation and Information Technology), IoT should interconnect
embedded objects and devices. The objects and devices that
are considered as part of the IoT should have identities. Within

the IoT infrastructure, the communication between M2M can
be established automatically, i.e., there is no need of human
intervention. Similar to IoT-SRA, Government of India also
defined IoT such that, the existing standard and interoperable
communication protocols are used in connecting things with
the IoT infrastructure. They consider few popular electronic
devices should be part of the IoT. Examples of such devices
are: PCs, tablets and phones [26].

Malaysia (DLM) defines IoT as a web which interconnects
machines, gadgets, devices, daily appliances and inanimate
objects. These interconnected things should have individual
RFID tags. These tags are linked with unique IP addresses.
Moreover, electronic product codes (EPC), GPS systems and
near-field communication technologies should also be used
in IoT things. The objects/things should be connected to the
existing Internet. There should be technology to trace and
record the IoT things and their behavior, in real time. The
recorded data should be analyzed for further decision in real
time [27].

As shown in the figure 2, CASAGRAS project defines IoT
as global infrastructure which includes existing and evolving
Internet and network developments [28]. It links physical
and virtual objects. Specific object-identification, sensor and
connection capability, autonomous data capture, event transfer,
network connectivity and interoperability technologies are
used. Independent services and applications are developed
using these technologies.

Berkeley University project considers IoT under the um-
brella of Cyber Physical Systems (CPS) [29]. The project
defines IoT as integrated network of physical process, com-
putation and networking, where computers are embedded.
Physical processes are controlled and monitored by these
computers and network. Feedback system is included and
computation is affected by physical process and vice versa.

IoT-A project mentions: objects, devices, services and tech-
nologies are interconnected in IoT. According to IoT special
interest group, things are connected e.g. objects, vehicles,
environments and clothing, which are internet enabled. Things
have the ability to communicate, sense, produce information
and netwok. Things have more information associated with
them and are an integral part of the Internet [30].

As shown in figure 2, CERP-IoT project defines IoT as a
worldwide dynamic network which is a part of Future Inter-
net with self-configuring abilities. Standard and interoperable
communication protocols are the basis for IoT [31] [32].
Smart things (Physical and virtual) have identities, physical
attributes, and virtual personalities. These things are able to
communicate and interact with each other and with the sur-
roundings autonomously sensing the environment, exchanging
data and information, influencing the process and triggering
actions and creating services with or without direct human
intervention. Understanding of IoT by IERC is similar to that
of understanding by CERP-IoT [33].

According to ETP EPOSS project, IoT means a global
network where objects are interconnected [34]. These things
are uniquely identifiable. Standard communication protocols
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for example the Internet suite (TCP/IP) are used. Objects have
active role in the Future Internet. Internet Connected Objects
for Reconfigurable Ecosystems (iCore) states that in future
billions of physical objects will be connected to the Internet
[35].

After analyzing different White Papers, a summary chart
can be drawn as figure 3. As listed in the figure 3, Mat-
tern & Floerkemeier defines IoT as a network where real
world physical items or everyday objects are connected to
the Internet [36]. These objects are parts of virtual world
and can be remotely accessed and controlled. They work
as access point of the Internet services. So, the computing
is ubiquitous. According to Society for Brain Integrity [37],
IoT means a self-configuring, dynamic and complex network
which connects PCs, human to thing, human to human and
between things to the Internet. RFID tags, sensor technologies
are used to collect and process data and to detect changes.
Using these technologies, network becomes more powerful
and processing power becomes more useable.

According to figure 3, Hammersmith group [38], discusses
the relationship between digital information and physical
world object. Location becomes an important part of object in
IoT. Information and GPS coordinates location get connected.
On the other hand, objects can be embedded with sensors and
transmitters which help to address the objects using Internet
protocols. Also objects are able to communicate with each
other and user, and sense the environments and respond.
Michael Chui, et al. [39] mentions, IoT changes the physical
world to information system. Sensors and actuators are embed-
ded in physical objects, which are connected to wired, wireless
networks and the Internet. IoT generates huge amount of data,
which can be used for analysis. Objects have the capability
to sense and communicate with environment. These physical
information systems work mostly without human intervention.
Rellermeyer et al. [40] describes IoT as a concept where
everyday objects are capable to identify communicate and
compute themselves. Accenture & Bankinter Foundation of
Innovation [41] defines, everyday objects can be connected to
the Internet which are integrated with sensors and devices. So,
the things or objects are available anytime and anywhere using
the Internet over wired or wireless networks. Also the objects
can work as data source. In figure 3, Taiichi Inoue et al. [42]
provides IoT as a system, which recognizes information about
things. Things use sensors and cameras and connects to the
Internet. The information consists unique attributes, time and
location of the things.

As listed in figure 3, Dieter Uckelmann et al. [43] mention,
IoT links things to virtual representations in the Internet.
Things are identifiable with additional information on their
identity, location, status and any other relevant information.
This information can be accessed by non-predefined partic-
ipants at the right time, price and place with right quantity
and condition. IoT uses a combination of many aspects and
technologies of Internet Protocol (IP), embedded devices,
communication technology, Intranet/Extranet of Things and
Internet of People. Giusto et al. [44] defines IoT as a new

paradigm which includes an extensive set of technologies,
applications and visions. IoT highlights smart objects and their
virtual identity and their ability to interact with each other and
with humans and environment intelligently. IoT also focuses
on service-oriented architecture of the future Internet.

Weber et al. [45] mentions IoT as a world where physical
objects are integral part of information network. These objects
are accessible over the Internet with available services. These
smart objects can participate actively in business processes.
Considering security and privacy issues, anyone can query
about object’s state and any associated information. Shelby
and Bormann [46] describes all the devices and networks are
embedded and IP enabled which are connected to the Internet.
These devices can be monitored and controlled with the Inter-
net services. Vermesan and Friess [47] explains IoT as a global
dynamic network. This network is based on standard and
interoperable communication protocols with self-configuring
abilities. Physical and virtual things are flawlessly connected
into the information network and use smart interfaces. They
have identities, attributes (physical) and personalities (virtual).

As shown in figure 3, SAP’s understanding is similar
to the understanding of Weber et al. [45]. SAP mentions
IoT as a world where physical objects are integral part of
information network [48]. These objects are accessible over
the Internet with available services. These smart objects can
participate actively in business processes. Considering security
and privacy issues, anyone can query about object’s state and
any associated information. CISCO considers IoT under the
Internet of everything [49]. Things, people, data and processes
are connected and make networks. IoT turns information into
actions. It creates better experiences, new capabilities and
economic opportunity for individuals, business and countries.
HP describes IoT as a system, where everyday objects are
connected to the Internet and can be uniquely identified [50].
These things can be accessible from anywhere in the world and
allows people to interact and control these things. Also, objects
are able to interact each other without human participation.

III. MAJOR CRITERIA THAT DEFINE IOT

In summary, from the above discussion it is apparent that
the understanding of IoT given by different studies differ in
terms of many aspects. For example, IEEE discusses IoT as
interconnected items where sensors are embedded in the items
while IETF discusses IoT as a system where all kind objects
(electronic, electrical, non-electrical) are connected through
RFID tags, actuators and mobile phones. In this section, we
analyzed the studies given by different standardization bodies,
literatures, books, research projects, countries and industries
etc. After careful analysis of each and every aspect of IoT,
we identified that IoT understanding typically varies in terms
of the following four criteria:

1) Events
2) Connectivity
3) Data sensing protocol
4) Availability of Network
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TABLE I
MAJOR CRITERION OF IOT

Different
Bodies or
Studies

Events - Criteria Connectivity - Criteria Data sensing protocol - Criteria Availability of Network
- Criteria

IEEE Items or things Connects to the Internet Embedded with sensors Through the Internet
ITU Anything and anyone Ubiquitous Network Anytime at anywhere
ITU-T Physical and virtual things Use current and evolving communication and

information technologies
ISO/ IEC People, objects, systems, and

information resources
IETF All kinds of objects, e.g.

electronic, electrical, non-
electrical

RFID tags, actuators, sensors, mobile phones

ETSI Machine-to-Machine
(M2M), e.g. entities

Machine to Machine
(M2M)

Do not need any direct human intervention

NIST Smart devices and systems Cyber-physical systems
(CPS)

Anywhere and anytime

W3C Physical objects Web of Things Web Technologies like HTTP and JavaScript
APIs, Sensors, actuators bar code or NFC

OASIS Real world things Physical world connects
to the Internet

Ubiquitous sensors are available in real world
things

ZigBee Al-
liance

Everyday objects and people People have more control over the objects
around them

Through the Internet

UK FISG People and machines Advanced wireless and
fixed infrastructure

converged services, shared data and an ad-
vanced wireless and fixed infrastructure

Through the Internet

Australia
CSIRO

Everyday and industrial ob-
jects

Networks of sensors, actuators and smart ob-
jects with physical things

Finland
IoT-SRA

Heterogeneous things Seamlessly and securely
combined with the Inter-
net

Standard and interoperable protocols and for-
mats

Available anywhere, any-
time

India Embedded objects and de-
vices

Standard and interoperable communication
protocols

Malaysia
DLM

Machines, gadgets, everyday
products, devices and inani-
mate objects

The web where objects
will be connected to the
Internet

Embedded RFID chips linked with IP ad-
dresses, EPC, GPS system

A universal network

CASAGRAS Physical and virtual objects Includes existing and
evolving Internet

Object-identification, sensor and connection
capability, autonomous data capture, even
transfer, network connectivity, and interoper-
ability

Berkeley
University

Physical process, computa-
tion and networking

Cyber-physical
systems(CPS)

Embedded computers Objects can be tracked
and accessed, in real time

IoT-A objects, devices, services and
technologies

Global network using In-
ternet

IoT Special
Interest
Group

Objects, vehicles, environ-
ments and clothing

Integral part of the Inter-
net

Sense, network communicate and produce in-
formation

Through Networking

CERP-IoT Physical and virtual things or
smart things

Integrated part of Future
Internet

Use standard and interoperable communica-
tion protocols, sensing, react autonomously,
trigger action

IERC Physical and virtual things Seamlessly integrated into
the information network

Use standard and interoperable communica-
tion protocols, self-configuring capabilities

Through Internet

ETP
EPoSS

Things or objects Future Internet Based on
standard communication
protocols, the Internet
suite (TCP/IP)

Through Future Internet, global network

iCore Billions of tangible objects
will be connected to people

Connects to Internet Dynamic universal net-
work infrastructure

[28] Physical items, everyday ob-
jects

Connects to the Internet Remotely controlled, access point of Internet Through Future Internet

[29] Physical things, PCs, human Connects to the Internet RFID tags, sensor technologies, collect and
process data, detect changes

Through the Internet

[30] Objects and locations Connects to the Internet GPS, Sensors, transmitter, Internet protocols ubiquitous network
[31] Every physical object will

connect environment
Connects to the Internet Sensors, actuators, Internet Protocol (IP), data Through Internet

[32] Everyday objects will be
connected

Identify, communicate, compute Through Internet

[33] Everyday objects Connects to the Internet Sensors, devices, feasible technology, data
source

Through Internet

[34] Things will be connected Connects to the Internet Sensors and cameras
[35] Uniquely identifiable things Connects to the Internet Internet Protocol (IP), embedded devices,

communication technology, Intranet/Extranet
Through Internet, any-
time, anywhere

[36] Smart objects, humans, envi-
ronment

The future Internet Extensive set of technologies, applications Through Internet
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TABLE II
MAJOR CRITERION OF IOT (CONTINUE)

Different
Bodies or
Studies

Events - Criteria Connectivity - Criteria Data sensing protocol - Criteria Availability of Network
- Criteria

[37] Physical or Smart objects Interact with the Internet Security, privacy, business process, state and
information

Right time place, price

[38] Connects all the embedded
devices and networks

Connects to the Internet IP-enabled, embedded devices Through Internet

[39] Physical and virtual things Standard and interoperable communication
protocols, self-configuring abilities, smart in-
terfaces

Through Internet

SAP Physical or Smart objects Interact with the Internet Security, privacy, business process, state, in-
formation

Through Internet

CISCO Things, people, data and pro-
cess

Internet of Everything Information into actions

HP Everyday objects, devices,
human

Connects to the Internet Unique identity, Internetization, human in-
volvement

Through Internet

Based on these criteria we further analyze the similarities
and dissimilarities among them. Table I and II show this
analysis in detail.

A. Events
According to the table I and II, based on the events criteria,

it is observed that, few bodies / studies considered that IoT
should connect things/items. For example, IEEE and ITU.
In contrast to these, UK FISG defines that the connection
should be established among people and machines. Thereby,
the studies differ in terms of events like people, items, devices,
objects etc.

B. Connectivity
The table I and II illustrates, the criterion “connectivity”

which shows how different studies discuss the different ways
of connecting IoT things/items/objects/smart devices each
other and how these events connect to internet. For example,
IEEE defines IoT where items should be connected to the
Internet. In contrast to this, ITU considers IoT as a ubiquitous
network (i.e., the network is available everywhere). We notice
that, there are differences between the concept of Internet and
ubiquitous network thereby, the studies of IoT by IEEE and
ITU differs in terms of connectivity. As per IEEE, items are
considered as part of the existing Internet. On the contrary
ubiquitous network which is explicitly mentioned by ITU,
is created from wide-ranging use of networked devices and
networks.

C. Data sensing protocol
The column three in table I and II lists different “data

sensing protocols” that are used in IoT by different standard-
ization bodies or studies considered in this study. For example,
IEEE mentioned that items in IoT should be embedded with
sensors. It is also noticed that, according to IETF objects
have RFID tags, and also are embedded with actuators and
sensors. Similarly, OASIS considered real world things that
should use ubiquitous sensors. In a nutshell, IEEE, IETF and
OASIS considered IoT as a system where sensor technology
should be used.

D. Availability of Network

The column four in table I and II shows the how Iot devices
will be connected and get access to the network. This means,
is the network always available to the events; or does it depend
on the contemporary location of the event; or does it depend
on the time when the respective event wants to connect to the
network to communicate to other events? As per the table I and
II, ITU defined IoT, where events are referred to as anything
that are accessible from anywhere and anytime. It should be
noted here that, the terms anywhere, anytime are very sloppy
words and hence this concept may not be clear enough to
identify an IoT. However, ITU clarifies that, anywhere can
represent events on the move, outdoors, indoors (i.e., either
away from the PC or in front of the PC). Anytime can refer to
either night or daytime. Furthermore, anything can represent
PCs, Human-to-Human(H2H), Thing-to-Thing(T2T), Human-
to-Things (H2T) etc.

IV. CONCLUSION

In this paper, We did extensive analysis of different studies
that discussed the underlying concept of IoT. We found that the
understanding of IoT by different studies have many common
aspects as well as differences. According to different studies,
it can be predicted that IoT will be considered as a ubiquitous
network of things that will be available anytime, anywhere,
anything and anyone. These things will be a node of a network
and it can be physical and virtual. Diverse exploration are
giving various perspective of IoT. We think having a standard
and sound understanding of the concept of IoT is critical to
encourage a superior comprehension of IoT. This will assist
various associations with running after the improvement of
IoT. This will likewise open the entryway for a future research.
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Abstract—This work is devoted to the creation of a non-
intrusive vehicle accident warning system, which is a part of
ADAS. The proposed algorithm uses technical vision, imple-
mented on the basis of the Viola-Jones algorithm to assess the age
and psychological state of the driver, by determining emotions. In
case of non-compliance with the specified conditions, the system
sends a warning signal to the user.

Index Terms—Computer Vision, Viola–Jones, Haar-like fea-
ture, Face Detection, Emotion Recognition, Target Tracking,
Matlab, Machine Learning, ADAS.

I. INTRODUCTION

Thanks to the growth of the computing power of modern
technology, more and more areas of human life are being
automated. This trend did not pass by the automotive sector.
One of the new and promising areas — Intelligent Autonomous
Vehicles (IAV) — an integrated technical and technological
complex of systems that combines the safety subsystems of
individual vehicles and the organization of safe road traffic in
general, as well as the provision of information services for
road users and potential subjects of the transport process, see
in (1).

A distinctive feature of modern IAV is the change in the
status of a transport unit from an independent, autonomous
and largely unpredictable subject of traffic towards an “active”,
predictable subject of transport and information space. In this
regard, one of the critical tasks is the development of the
telematic complex of road infrastructure.

The operational task of IAV is the implementation and sup-
port of the possibility of automated and automatic interaction
of all transport entities in real-time on adaptive principles.

To successfully achieve the IAV goal, the operational task
can be divided into two main areas — the IAV situational
management, based on the interaction of the vehicle with
external data, the other — management in relation to a single
vehicle, which is carried out by reading roadside information,

*This work is supported by the Russian Science Foundation grant (project
No19-19-00403).

monitoring the profile of the road, monitoring traffic in the
stream and monitoring the condition of the driver.

As a control for a single tool, one of the essential areas
of development is ADAS (advanced driver-assistance systems)
(2). This is a set of certain algorithms that, to varying
degrees, help the driver to make quick decisions for safe and
comfortable driving, which reduces the number of accidents on
the road. The basis of such systems is the totality of the work
of many systems and sensors: cameras, accelerometers, gy-
roscopes, GPS-navigation, microphones, temperature sensors,
etc. The processed data that was received from the sensors
can be used to implement the ADAS functions: an intelligent
parking system, cruise control, adaptive lighting system, the
“smart mirror” function, a system for recognizing traffic signs
and pedestrians, and an exit warning sign lane or on a one-way
road, etc.

Some premium cars often have built-in ADAS features in
on-board computers, for example, a system from NVIDIA
can distinguish and identify different types of objects when
driving. Or the well-known safe braking system from VOLVO
when quickly approaching an object (pedestrian or car), in fact
— also an element of the ADAS system.

There are many algorithms for detecting, localizing, and
recognizing objects from a video stream in real-time. Each
algorithm has its advantages and disadvantages, however, the
most popular today is the Viola-Jones algorithm see in (3),
(4) and (5), since it guarantees high detection accuracy and
detection speed, and is also widely used in various automation
systems for the detection and identification processes.

To prevent a road accident on time, it is necessary not only
to detect the face but to assess the position of the driver’s eyes
and also evaluate the emotion, based on which to determine
whether the user is in a stressful state and whether he maintains
attention on the road. These works (6), (7) and (8) are devoted
to improving the Viola Jones method for recognizing human
emotions. The articles examined and solved the problem of
assessing the attention of students in lectures in the audience.

326



Start

Input Image

Preprocessing and Resize

Convert to Integral
form image

Apply Haar-like feature

Type (A-B-C-D-E)

Apply AdaBoost algorithm

for feature extraction

Classification (Face,

Age, Emotional)

End

Face detection,

age and emotions recognition

Warning block

Fig. 1. A block diagram of the algorithm

In (9) and (10) non-intrusive vehicle accident warning
systems have been developed, which is an example of ADAS
to prevent accidents on the road due to driver drowsiness
or carelessness. Approaches offer to evaluate the position of
the head and eyes, and in case of loss of user attention,
the system gives a warning signal. Other examples of ADAS
implementation can be found in the following papers — (11)
and (12).

In this work, a system was developed that combines early
approaches and allows, according to certain parameters, such
as age, head position, and emotions, to assess the psychologi-
cal and physical condition of the driver and, in case of negative
assessments, to give a warning signal to the user.

II. ALGORITHM IMPLEMENTATION STEPS

The block diagram is given in fig.1 represents the developed
algorithm and the steps required for implementing the face
recognition and emotion using MATLAB.

A. Viola–Jones object detection

The first step of the algorithm is to detect a face from the
video stream in real-time. In this paper, this is done by using
the Viola-Jones algorithm.
The Viola-Jones algorithm allows you to detect objects in the

1. Edge features

2. Line features

3. Center-surround features

(a) (b) (c) (d)

(a) (b) (c) (d)

(e) (f) (g) (h)

(a) (b)

Fig. 2. Haar-like features

image in real-time. For a better understanding of the method,
it is divided into separate points:

• Haar-like features, search for the desired object;
• Integrated image representation for quick calculation of

Haar-like features;
• Adaptive Boosting (AdaBoost), which allows you to weed

out signs that carry the least amount of information, as
well as get strong classifiers from many weak ones.

Thus, the implementation of the detection algorithm is reduced
to the implementation of its individual methods, which, in turn,
can be implemented in any order, and then combine them into
one algorithm.

B. Haar-like features

Haar-like features are a number characterized by the differ-
ence of pixel sums between a black and white area fig. 2. In
a face detection system, the set of all features is given by the
shape, size, and position of the image.

The Viola-Jones algorithm uses Haar-like features (13) to
calculate the difference between the sums of pixels in the
black and white areas of an image. The resulting scalar
value characterizes a particular feature. The image must be
normalized fig. 3, i.e. have zero expected value and 1 variance,
to compensate the effects of different lighting conditions.

X = X −X, (1)

where X is the image matrix, and X is mathematical expec-
tation calculated by the

X =
1

n

n∑
i=1

Xi, (2)

with n — image matrix dimension
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Fig. 3. Not normalized image (left), normalized image (right), (14)

To obtain a unit variance we use

X =
X

σ
, (3)

σ =

√√√√ 1

n

n∑
i=1

(X −X)2, (4)

where σ — standard deviation.

C. Integral representation of the image

In order to perform any actions with the data, the in-
tegral representation of images (15) is used in the Viola-
Jones method. The integrated representation allows you to
quickly calculate the total brightness of an arbitrary rectangle
in a given image, and no matter what the rectangle is, the
calculation time is constant. The integral representation of an
image is a matrix that is the same size as the original image.
Each element of it stores the sum of the intensities of all
pixels to the left and above this element. Matrix elements are
calculated using the following formula:

L(x, y) =

i≤x,j≤y∑
i=0,j=0

I(i, j), (5)

where I(i, j) is the brightness of the pixel of the original
image.
Each element of the matrix L(x, y) represents the sum of the
pixels in the rectangle from (0, 0) to (x, y), i.e. the value of
each pixel (x, y) is equal to the sum of the values of all pixels
to the left and above the given pixel (x, y). The calculation
of the matrix takes linear time, proportional to the number
of pixels in the image, so the integrated image is calculated
in one pass. The calculation of the matrix is possible by the
formula:

L(x, y) =I(x, y)− L(x− 1, y − 1) +

+ L(x, y,−1) + L(x− 1, y).
(6)

Using such an integral matrix, you can calculate the sum of
the pixels of an arbitrary rectangle very quickly.

Further, the approach based on the scanning window (16) is
used: the image is scanned by the search window, and then the
classifier is applied to each position. The training system and
the selection of the most significant features is fully automated
and does not require human intervention, so this approach
works quickly.

The task of finding and finding faces in the image using
this principle contributes to the recognition of characteristic

features, for example, verification of a person by a recognized
face or recognition of facial expressions.

D. AdaBoost

AdaBoost, short for Adaptive Boosting (17) is a machine
learning approach based on creating a highly accurate predic-
tion rule by combining relatively weak and inaccurate rules.

The main task of adaptive acceleration is to build a strong
classifier based on weak ones. The weak classifier, in this
paper, is the Haar-like features. A strong classifier is the set
of weak classifiers that best define the face in the image.

As input are used (x1, y1), ..., (xn, yn), where xi — is for
Haar-like features, and yi is appropriate classification.
The initialization process takes place according to the follow-
ing expressions 

D1(yi = 1) = 1
k

D1(yi = −1) = 1
r

k + r = n.

(7)

Then for t = 1, ..., T , where T is for number of stages of
classifier training, we start the following procedure:

• weak classifier calculation ht
• calculation εt using

εt =

n∑
i=1

Dt(i)[yi 6= ht]; (8)

• if εt = 0 then stop the procedure and return the value of
ht

• calculation α using

α =
1

2
ln(

1− εt
εt

); (9)

• weight reduction

Dt+1 =
Dt

2
(
1

εt
[yi 6= ht] +

1

1− εt
[yi = ht]). (10)

And so we can get the final classifier:

H(x) = sign(

t=1∑
T

αtht(x)). (11)

Thus, having a strong classifier, it is very likely to determine
the face in the image without calculating all the signs, which
saves processor time and increases productivity. This process
can also be called the “principle of constructing a decision
tree.” (18) In each iteration, a weak classifier is formed with
its threshold value and parity sign. To train such a cascade,
the following actions will be required:

• Error level values are set for each stage (they must first
be quantified when applied to the image from the training
set) — they are called detection and false positive rates
— the detection level must be high and the false-positive
rates low;

• Features are added until the parameters of the calculated
stage have reached the set level, here such auxiliary steps
as are possible:
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Fig. 4. Facial recognition algorithm

– Testing an additional small training set;
– The AdaBoost threshold is deliberately lowered in

order to find more objects, but in connection with this
a larger number of inaccurate definitions of objects
is possible;

• If false positive rates remains high, the next step or layer
is added;

• False detections at the current stage are used as negative
ones already at the next layer or stage.

The result of this step is ready-to-use, trained classifiers.
In the module, we developed a lot of classifiers will be
used (for each facial features that are distinctive for a given
emotion). Classifier training is very slow, but facial search
results are very fast. For simplicity of training, ready-made
databases from sources were used AffectNet database (19).
The algorithm works and recognizes facial features at a slight
angle, up to about 30 degrees. With an inclination angle of
more than 30 degrees, the percentage of detections drops
sharply (20).

Thanks to this feature — the algorithm detects the position
of the head and warns the driver in case of long non-detection
of the head. Once the classifiers have been correctly trained,
detection, capture and tracking of a person’s face in the
video stream will be performed when the algorithm is fully
passed. This is followed by detection of the age of the driver.
It was done for additional verification of the driver’s age
of majority. Then the algorithm recognizes emotions: anger,
disgust, fear, happiness, sadness, surprise, neutral emotion.
Additionally, it is determined whether the eyes are closed or
not. As a result, the algorithm records the time during which
the driver experiences negative emotions, head deviation and
eye conditions, based on which the system warns the driver
with a warning sound signal.

III. WORK RESULT

The Viola-Jones algorithm is implemented in the MATLAB
environment, using similar OpenCVs toolboxes. The imple-
mentation was carried out using the technical characteristics
of the laptop, i.e. computing power, camera and speaker.

Fig. 5. The result of the algorithm. Where: A — surprise, B — neutral, C
— sad, D — angry

As shown in the fig. 4, the face’s features are detected
by using their own classifiers and are distinguished by the
borders of bbox (16). Therefore, from this, we would capture
nose, eyes and mouth profiles for the face tracking task. Thus,
whenever a face is in motion, the bbox will highlight facial
features using their borders, along with real-time motion of
the streaming video.
The result of the algorithm for assessing driver emotions is
presented in the table I.

TABLE I
PERFORMANCE ANALYSIS FOR DIFFERENT EMOTIONS

Emotion Accuracy(%) Time Process(s)
Angry 93 0.675

Disgust 90 0.704
Fear 88 0.597

Happy 95 0.485
Neutral 98 0.422

Sad 89 0.603
Surprise 94 0.535

In the fig. 5, you can observe the result of the entire
algorithm for determining emotions and age in a car, where
A — surprise, B — neutral, C — sad, D — angry. It was
revealed that the proposed method will be performed at a low
number of frames per second (FPS), because of the camera’s
low technical characteristics. Video was captured in BGRA
(Blue Green Red Alpha) format to increase speed and get a
higher FPS, which was 11-20 FPS at 1280x480 resolution. As
one optimization option, OpenCV along with CUDA support
can be used to increase this figure.

It was also revealed that in conditions of insufficient light-
ing, large merging with the background of the desired objects,
the presence of noise in the image, the module works more
slowly. The image preprocessing mechanism was proposed to
improve the recognition process in conditions of poor visibility
of the object (mixing with the background).

Another problem of the proposed algorithm relates to the
eyes’ occlusion. Sunglasses and other items of clothing that
visually close your eyes impair the definition of emotions be-
cause the classifier is trained to recognize faces and emotions
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through eye detection. Therefore, when one of the classifiers
does not work correctly, a reliable assessment of emotions is
not guaranteed. So, the accuracy of the system decreases.

IV. CONCLUSION

As a result of the work, a non-intrusive driver accident alert
system has been developed and proposed that can be used in
ADAS systems. Crash and accident prevention, with the help
of the developed algorithm, is carried out in several stages.
First, based on the Viola-Jones algorithm, which includes Haar
cascades to detect facial parts such as eyes, nose, chin in the
video stream and AdaBoost classifier amplifier, the driver’s age
is estimated, in order to prevent underage persons from driving
vehicles. Then, head position and emotion are simultaneously
monitored to ensure the driver remains focused on the road. In
the event of inconsistent head position or prolonged exposure
to negative emotions, the warning system issues a warning
signal to the driver to, for example, regain control of the road
in case of overexertion or to stop driving too aggressively.

In the future, it is planned to improve the work of already
implemented functions to increase the applicability of the
developed system, introduce algorithms for estimating traffic
density and distance estimation to moving objects.
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Abstract—In the current era, the information on the 

internet is increasing at a rapid pace on daily basis. The 

Internet contains essential and non-essential information 

and retrieving a piece of useful information is very 

challenging for users. To counter such issues conventional 

recommender systems have been proposed in the previous 

decade.  Recently, deep learning methods have shown 

promising results in the field of image processing and 

computer vision. By realizing such a boost in performance 

researchers have proposed deep learning-based models 

for recommendation systems. In this paper, we have 

analyzed deep learning-based recommendation models 

that suggest appropriate items to the target users. 

Further, we have discussed the advantages and 

disadvantages of the deep learning methods in this 

specific area. Moreover, this survey highlights the 

important factors and popular applied methods in the 

literature to give an appropriate sight to those researchers 

who are interested in this area of research. 
 

Keywords—Deep Learning, Recommender Systems 

I. INTRODUCTION 

Nowadays, the data on the internet is increasing 
exponentially; it is challenging to organize and handle such an 
amount of data. Many online platforms, such as Amazon, 
Netflix, Ali Express, Facebook, and YouTube, take a large 
amount of data daily. These platforms offer various products 
to the customers, and it will be challenging and time 
consuming for the customers to choose an item from such a 
vast platform. Recommender systems are useful and powerful 
tools that provide suggestions to the user by using different 
techniques, especially in the E-commerce domain [1]. In such 
platforms, people are usually interested in product ratings and 
reviews before purchasing any item. In such a situation, 
personalizing user requirements is a better strategy to facilitate 
a better user-experience [2]. 

There are multiple strategies to build a recommender 
system, such as user-based, item-based. In general, a user 
profile is generated based on his preferences, interactions, 
purchasing habits, and previous history [3]. Mostly, the 
recommender systems are divided into three main categories: 
content-based systems, collaborative filtering (CF), and 
hybrid systems [4]. 

• Collaborative Recommendations: Collaborative 
recommendations: This method uses the experiences 

and past behaviors of a specific user and measures the 
similarities between previous and current products of 
interest to the user. 

• Content-based Recommendations: This approach 
recommends the items from the database which are 
similar to the previously liked items from a particular 
user, and it computes the similarity between the 
characteristics of the items. 

• Hybrid Approaches: It recommends the items by 
combining the above approaches, which can be more 
precise and generate better recommendations. 

In the previous decade, deep learning models have shown 
promising improvements and development in image 
processing, computer vision, information theory, and natural 
language processing [5]. Because of its sophistication, deep 
learning models are becoming more popular in every field of 
study. In industry, multiple organizations are using deep 
learning-based recommender systems to enhance the user 
experience on websites and mobile applications [6]. 

In this survey paper, we are elaborating on different deep 
learning techniques used in recommender systems and their 
applications. Though the popularity of recommender systems 
has increased in the past decade, there are still limited surveys 
present in the literature. To the best of our knowledge, there 
are systematic and in-depth reviews that have been published 
for the recommender system, but deep learning-based reviews 
with proper systematic study along with its application have 
not been published frequently in recent years. Two detailed 
studies [46, 47] have been published in the literature about the 
deep learning-based recommender systems. Both of these 
studies are published a couple of years ago and it doesn’t 
include some latest researches present in the literature. In this 
survey, the new state of the art and latest deep learning-based 
recommender systems have been discussed briefly to give 
insights to the users interested in this topic such as [48]. 

Betru et al. [10], and Liu et al. [11] have categorized the 
deep learning-based models, but it lacks some essential 
insights such as its applications in the real world. Recently, 
new deep learning methods have been implemented that 
utilize some advanced techniques for classification and 
recommendation purposes. 

In this paper, we have analyzed different deep learning 
methods that have been implemented in recent years, along 
with applications. This study will provide deep insights into 
deep learning-based modern recommender systems that are 
state of the art. This paper aims to provide an overview and 
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deep insights into the recommender systems for the 
researchers interested in this particular field of study. The rest 
of the article is organized as follows: 

Section 2 will discuss an overview of recommender 
systems and previous deep learning methods present in the 
literature. Section 3 will discuss the current state of the art 
deep learning methods and their categories along with 
comparisons. In Section 4, future research directions and 
issues will be discussed. 

 

II. OVERVIEW OF RECOMMENDER SYSTEMS 

The deep learning methods are highly anticipated in 
recommender systems because of their precision and 
sophistication. In the past and current decade, many 
researchers have applied various deep learning methods for 
recommender systems. In this section, we will describe some 
basic terminologies for the recommender system and an 
overview of previous studies. 

Recommender systems are estimators to predict the user's 
preferences, such as an item of their interest. Researchers are 
also applying deep learning methods and multiple well-known 
machine learning techniques such as matrix factorization and 
collaborative filtering used in [12, 13, 14].  Deep learning is 
the branch of machine learning consisting of neurons and 
different layers such as input layer, hidden layers, and output 
layer. The primary purpose of the deep learning models is to 
learn multiple representations on multiple levels on the given 
data and optimize objective functions such as stochastic 
gradient descent (SGD) [15]. Deep learning methods have 
shown promising results in both supervised and unsupervised 
tasks. Below some of the famous architectural paradigms are 
given for a better understating of this survey. 

• Convolutional Neural Network (CNN): It is a type of 
neural network which consists of input, output, and 
multiple hidden layers. It is a forward propagated 
method with some convolutional layers, along with 
pooling operations [16]. Generally, it enhances 
efficiency and precision by capturing the dataset's 
global and local features.   

• Recurrent Neural Network (RNN): It uses sequential 
data and used for temporal problems such as language 
translation, Natural Language Processing (NLP), and 
speech recognition [16]. 

• Autoencoders (AE): It is an unsupervised artificial 
neural network that encodes the data at the beginning, 
and decodes the compressed data to such a 
representation that is similar to the original data. It is 
used in tasks such as image denoising and feature 
extraction [17].  

• Restricted Boltzmann Machine (RBM): It is a shallow 
neural network consist of two layers; input and hidden 
layer. It is used for regression, feature learning, and 
classification problems. 

Chang et al. suggested a customized music 
recommendation framework (PMRS) based on the CNN 
approach. The CNN approach classifies music according to 
the audio beats of the music in different genres. Collaborative 
filtering (CF) was used as a suggestion to merge CNN output 
and log files that suggest music to the user. The log file 

contains all PMRS users' history. The PMRS extracts the 
history of the user from the log file and suggests each kind of 
music. For evaluation, a million-song dataset (MSD) was used 
[18].  

Y. Chu et al. proposed the use of gated recurrent units in 
recurrent neural networks to solve the time series problem. 
The network considers recent ratings or actions of a user as a 
chain, and each hidden layer models the rating or behavior of 
a user. Moreover, the gated recurrent unit and 
backpropagation neural network are combined to improve the 
precision [19]. 

To mitigate problems such as cold start and data sparsity, 
H. Chu et al. [20] proposed an autoencoder algorithm that 
integrates autoencoders and collaborative filtering algorithms 
knowns as the AE-CF for recommendation purposes. The 
proposed AE-CF algorithm learns deep latent factors from the 
user’s data and ratings. Using MovieLens, a public movie 
dataset, they achieved better results from the previous studies. 

F. Yang et al. [21] proposed an algorithm to further extend 
the RBM process to interact with implicit feedback. In the 
proposed method, model parameters can be effectively 
learned with the contrasting divergence algorithm. The 
proposed RBM approach can explicitly predict preferences for 
a new consumer concerning a few items compared to other 
methods. It also preserves confidentiality by keeping user 
information locally and only sends modified parameters to a 
central server. The findings on real data with multiple million 
records show that it works superior to other standard methods. 

A. Benefits of Deep Learning 

Deep learning models in the domain of recommender 
systems have several benefits over the traditional machine 
learning methods such as Matrix Factorization. Neural 
networks have a sophisticated architecture that helps to predict 
better in case of recommendations. The most prominent 
feature that all neural architecture contains is that they are end-
to-end differentiable and it contains the biases for the inputs. 
As such, if the model can control an intrinsic structure, deep 
neural networks should be useful [22].  

Moreover, we sum up the strengths of profound deep 
learning-based recommendation models that readers should 
consider when attempting to use for practical purposes. 

• Non-linearity: Unlike linear models, deep neural 
networks can model non-linearity in data by non-linear 
functions such as ReLu, sigmoid, tanh, etc. This 
property allows complex user interaction patterns to be 
captured. Conventional approaches, such as matrix 
manufacturing and sparse linear models, are linear 
[23]. 

• Representation Learning: In learning underlying 
explanatory factors, deep neural networks are very 
effective and efficient. Generally, information about 
the users and items is present in the real world, such as 
their location, purchasing habits, and comments about 
specific items. By making the use of such information 
about users and items leads us to develop better-
personalized recommender systems.    

• Sequence Modeling: In sequential input data and their 
applications, the deep neural networks have already 
demonstrated impressive results. The applications 
such as natural language processing and chatbots are 
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the most used applications in the literature and 
industry. Moreover, RNNs and CNNs are commonly 
used and versatile in data mining tasks. 

• Flexibility: Deep learning models are highly flexible 
because of highly qualitative frameworks present in 
the industry, such as Keras, Tensorflow, and Pytorch. 

B. Limitations 

In this section, we will summarize some of the significant 
challenges and limitations in deep learning-based 
recommender systems. 

• Data Requirement: The data is the key to train your 
deep learning-based model. If the data is too small, it 
can end up with a poor approximation. Afterward, the 
problem of underfitting and overfitting are most likely 
to originate with a too-small dataset. Generally, the 
deep learning-based models are considered data-
hungry models that require a large amount of data. 

• Parameter Tuning: Generally, parameter tuning is 
considered a typical machine learning problem, but, 
in some cases, deep learning could introduce new 
hyperparameters for specific models, such as in this 
research [24]. 

 

III. DEEP LEARNING-BASED MODELS AND APPLICATIONS 

 
This section will categorize the deep learning-based 

recommender systems and describe the applications presented 
in the previous studies within this domain. We have classified 
the recommender systems into two following categories. 

• Recommendations with Neural Networks 

• Recommendations with Hybrid Approaches 

 

A. The Recommendation with Neural Networks and Hybrid 

Approaches 

These deep learning-based models utilize CNNs, RNNs, 
RBMs, and MLP, based on the recommender system. These 
techniques have been used extensively in the literature for a 
decade because of their high computation and flexibility. 
Moreover, some of the modern studies utilize hybrid 
techniques by combining multiple techniques in the 
recommendation systems. The benefit of hybrid techniques is 
to borrow such elements from specific architecture to perform 
better when integrated with conventional methods. Below, we 
summarize some of the studies that are using the above-
mentioned techniques in the literature. 

To address the limitation of previously proposed model, 
Donghyun et al. proposed a CNN-based model. The first 
limitation was to ignore the contextual information in words 
given in the user-item comments sections because of their 
modeling methods. The second limitation in the proposed 
literature is that it does not consider 
gaussian noise differently along with scores, while gaussian 
noise depends on item statistics. In the proposed model, they 
integrated CNN with probabilistic matrix factorization  (PMF) 
to extract contextual information and gaussian noise 
individually [25].  The proposed approach was tested on three 
different real-world datasets, and this model outperformed the 

previous state of the art models. Moreover, the use of CNN's 
in other proposed methods can be studied in [26, 27]. 

Hanjun Dai et al. [28] proposed a Deep Coevolutionary 
Network to address the limitations of strong parametric 
assumption in the evolving relationship between user and item 
and their latent features, which does not reflect reality. This 
paper proposed a model that learns user and item features 
based on an interaction graph between them. Recurrent Neural 
Networks (RNNs) are used to capture the mutual influence 
between the user and item. The proposed model showed 
promising improvements from the previously well-known 
methods. The other applications of RNNs can be studied in 
[29, 30, 42]. 

Kostadin et al. proposed a Restricted Boltzmann Machines 
(RBM) model based system on Collaborative Filtering 
Framework that extends the previous RBM method in many 
important directions[31]. Firstly, whereas earlier RBM 
research was based on modeling the correlations between item 
scores, in a single hybrid, non-IID framework, they modeled 
both user-user and item-item correlations. In comparison to 
multinomial variables, real values are used in the visible layer 
that takes advantage of the natural order between user ratings. 
Finally, they explored the ability to merge the original training 
data with the RBM model data in a bootstrapping way. 
Furthermore, similar approaches consisting of RBM are used 
in [32, 33, 43, 44]. 

Paul et al. suggested a deep learning model to recommend 
YouTube videos to the users and the proposed work is divided 
into two stages, based on the classical distinction of retrieval. 
Firstly, a detailed deep generation model is generated, and 
then a separate deep ranking model is defined. They also offer 
practical lessons and perspectives from the architecture, 
iteration, and maintenance of a massive user-faceted 
recommendation framework [34]. Further, similar studies 
regarding MLP are [35, 36]. 

Hanbit et al. suggested a hybrid Deep Learning News 
Recommender method [37].In the proposed model, the 
instantiation of CHAMELEON architecture is used that is 
based on composed of deep learning architecture. The 
architecture consists of two modules: learning the 
representation of news articles based on their text and 
metadata, and the other for providing suggestions based on 
sessions using Recurrent Neural Networks. In this research, 
they predicted the next possible news which a user might read 
in a specific session.  

Yin Zheng et al. [38] suggested the implicit CF-NADE, an 
independent neural model for collaborative filtering with 
implicit feedback. First the implicit input of an entity was 
converted into a similar vector and then the likelihood of a 
vector weighted by the confidence vector was modeled. They 
measured the output of CF-NADE implicitly on a dataset from 
a common digital TV streaming service. Then the output of 
the implicit CF-NADE model is compared with common 
implicit matrix factorization. Experimental findings indicate 
that implicit CF-NADE exceeds the baseline models 
substantially. 

The following table illustrates the different categories 
mentioned in this study, along with reviewed publications. 
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TABLE 1: CATEGORIZATION OF DIFFERENT STUDIES WITH PUBLICATIONS 

CATEGORY PUBLICATIONS ACCURACY  

(RMSE OR MSE) 

CNNS [25, 26, 27] 0.78 - 0.80 

RNNS [28, 29, 30, 42, 46] 0.72 – 0.82 

RBMS [31, 32, 33, 43, 44] 0.66 – 0.92 

MLP [34, 35, 36] 0.75 – 0.94 

HYBRID METHODS [37, 38, 39, 40, 41, 45] 0.65 – 0.84 

OTHERS [8, 9] - 

 

In the table above, the accuracy of models is given, as 
many of the proposed researches calculates RMSE, MAE, and 
MSE. The perception about these measurement can not be 
considered accurate as each of the model uses different 
datasets for performance evaluation. But the above table 
provides the performance sight of all mentioned categories. 

IV. CONCLUSION 

The increasing application of recommendation systems, 
such as videos, social networks, etc., makes the 
recommendation system a critical and incredibly challenging 
task. In recent years, the research trend has been to tackle such 
tasks by creating deep neural networks and learning about the 
latent information to structure the information and its 
relationship with users. Most traditional approaches construct 
hand-crafted features for recommendations and are time-
consuming, inefficient, and contain issues like sparsity and 
cold start. The deep learning methods are more efficient when 
enough data is provided and can automatically extract raw 
data features. 

In this article, we evaluated and analyzed some important 

work on deep learning systems of modern literature. We have 

categorized the literature publications into different 

categories and highlighted some important work in this 

specific field. Further, we also addressed the benefits and 

drawbacks of deep learning methods. We hope that the survey 

will provide readers with an understanding of the main 

aspects of this area, clarify the most important progress and 

clarify future studies 
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Abstract— In this study, using the word embedding method 

Doc2vec, the Turkish Text Classification 3600 (TTC-3600) 

dataset consisting of Turkish news texts was classified based on 

deep learning. Most commonly used classifiers were selected: 

Convolutional Neural Network (CNN), Gauss Naive Bayes 

(GNB), Random Forest (RF), Naïve Bayes (NB) and Support 

Vector Machine (SVM). While investigating the effect of text 

preprocessing steps on the success rate in the study, the results 

are compared with the previous studies with the TTC-3600 

dataset. In the proposed model, a better accuracy rate was 

achieved with a result of 94.17% compared to the studies in the 

literature. 

Keywords—Turkish Text Classification, Doc2Vec, Text 

Preprocessing, Machine Learning, Deep Learning 

I. INTRODUCTION 

Internet usage continues to grow day by day [1]. This 
increase also causes data to be produced. It is very difficult to 
manually classify the data due to its unstructured nature. 
Fields such as Natural Language Processing [2], Machine 
Learning [3] allow us to automatically classify data. 
Classification, which enables to analyze data containing text, 
is the process of separating the data into predefined classes. 
There are many studies in the literature on text classification, 
but most of these studies have been done with English texts. 
Therefore, although there are fewer datasets, tools and study 
resources to be used in text classification compared to the 
English language, studies in other languages have been 
increasing in recent years. 

One of the studies on the classification of Turkish texts, a 
system called NECL was developed by Çatal et al. [4]. This 
system, developed by using N-grams, was used in 
classification of documents. Amasyalı and Diri [5] suggested 
that n gram-based approaches performed better with Support 
Vector Machine (SVM), J48 and Random Forrest 
classifications. Çataltepe et al. [6] investigated the effect of 
root length on classification. As a result of the research, it was 
concluded that Centroid classification using shortened roots is 
more successful. In a study conducted by Güran et al. [7], the 
best success rate among the Naive Bayes (NB), Decision Tree 
(J48) and K - Nearest Neighbor (K - NN) classification 
algorithms on Turkish datasets was obtained in the Decision 
Tree algorithm. Amasyalı and Beken [8] divide Turkish words 
into different categories semantically and suggest 
classification with a different approach. The best result was 
obtained by Linear Regression classification method. 

Torunoğlu et al. [9] made an important study on text 
representation and text classification in terms of 
preprocessing. In this study, data cleaning, root separation, 
word feature weighting stages were tested on the Turkish 
dataset. According to the results, they stated that while the 
word root is beneficial in Knowledge Acquisition problems, it 
does not contribute to text classification. Tüfekçi and Uzun 
[10] investigated the effect of term weighting methods on the 
determination of text texts and the best result was obtained 
with SVM classification. Uysal and Gunal [11] stated that 
preprocessing is important for text classification by using a 
dataset consisting of English and Turkish e-mails and news. 
They examined how the SVM classification method and 
preprocessing stages affect the accuracy rate, and as a result, 
it is seen that while some preprocessing methods decrease the 
accuracy rate in text classification, conversion to lowercase 
and removing stop-words increase the accuracy rate. Levent 
and Diri [12] conducted a study on recognizing the authors of 
Turkish texts with Artificial Neural Networks, and the study 
obtained close results in terms of success rates compared to 
the algorithms used previously. Kılınç et al. [13] created a 
Turkish dataset containing news texts named TTC-3600 and 
shared it for use in academic studies. At the same time, they 
applied the model they developed on the dataset they created. 
In the model they proposed, they used word bag, n-gram 
model and feature selection models for text representation. As 
the classification methods, 6 different algorithms were applied 
and feature selection models were used. They classified the 
text representations obtained by feature selection using 
Zemberek library to separate word roots and ARFS (Attribute 
ranking-based Feature Selection) for feature selection. 
Conclusion It is emphasized that the RF classifier gives the 
best result. Kılınç [14] evaluated the effect of collective 
learning models on Turkish text classification. Text 
classification process was carried out on TTC-3600 dataset 
with NB, SVM, K-Nearest Neighbor (KNN), J48 Decision 
tree and their Boosting, Bagging and Rotation Forest 
community learning models. As a result of the study, it has 
been shown that the basic classification methods of collective 
learning models increase the success rate. Başkaya and Aydın 
[15] reduced the size of a dataset with 4 categories and 20 
news texts belonging to each category taken from different 
news sites and newspapers with the CfsSubset Algorithm and 
then classified the dataset with the NB, DVM, J48 and RO 
methods. Kaynar and Aydın [16] used autocoder and deep 
learning network as feature reduction method for emotional 
analysis and compared with other common feature reduction 
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techniques. Acı and Çırak [17] were classified on TTC-3600 
dataset using CNN and Word2Vec word embedding method 
and success rates were compared with previous studies using 
the same dataset. In the study, both the original and the body 
version of the TTC-3600 dataset are trained with two different 
CNNs. Compared to previous studies, a higher success rate 
was achieved with the method they recommended. Yıldırım et 
al. [18], using two different datasets, TTC-4900 and TTC-
3600 [13], which have 700 text documents under 7 different 
categories shared by the Bone DDI Group, in their study, 
using neural network-based text representations and a method 
of classifying traditional text representations. compared with. 
Knowledge Gain and chi-square approach are used in 
traditional text representation, PV-DM, PV-DBOW, PV-DM 
+ PV-DBOW, and vector averages are used in artificial neural 
network-based architecture. Knowledge Gain and chi-square 
approach is more successful than other text representation. has 
been found. With the PV-DM method Logistic Regression 
classifier, 89.0 in the TTC-4900 dataset, 92.3 F1 in the TTC-
3600 dataset, the Information Gain (IG) is 90.0 in the TTC -
4900 dataset with the multi-nominal NB (m-NB) approach 
with feature selection. 93.1 F1 success rate was obtained in 
3600 datasets. Using the Doc2Vec word embedding method, 
Safalı et al. [19] classifies academic documents belonging to 
9 different categories using RNN and LSTM architectures. 
Aydoğan and Karcı [20] created two different unlabeled 
Turkish datasets and trained using Word2Vec method. CNN, 
RNN, LSTM and GRU methods are used in the study. The 
variations of the architectures created in terms of depth are 
compared and their effects on the accuracy rate are analyzed. 
Köksal et al. [21] used the TTC-4900 dataset in their 
experiments. This dataset is similar to the TTC-3600 dataset. 
The TTC-4900 dataset consists of 700 examples of both 
Turkish and English texts belonging to 7 different classes, and 
has a total of 4900 news documents. Data correction was 
applied primarily in the study. Then stop-words in Turkish and 
then English are removed. Finally, the root separation 
(lemmatization) process is applied. Correcting the original 
data improved the f1 score while lemmatizing decreased it. 
Accordingly, 90% f1 score was obtained for the original 
dataset, while correcting the data without applying 
lemmatizing, the f1 score increased to 91.77%. 

The aim of this study is to compare the success rates of 
classifying Turkish news texts by using Deep Learning and 
Doc2Vec methods with the methods studied so far in the 
literature. In this context, the TTC-3600 [13] news dataset has 
been recorded as 4 different datasets according to the 
preprocessing steps applied. After the Doc2Vec training 
model of each dataset was created, it was classified with CNN, 
GNB, RF, NB and SVM. Better accuracy rates have been 
achieved in the developed model compared to studies in the 
literature. 

The remainder of the article is organized as follows: In 
Chapter 2, information is given about the methods used, and 
in the material and method section in Chapter 3, details about 
the dataset, preprocessing stages and the models created are 
given. The results of the method suggested in Chapter 4 were 
compared with previous studies and the article was finalized. 

II. METHODOLOGY 

A. Doc2Vec 

Word Embedding method has been developed so that the 
texts can be perceived by the computer [22]. It is based on 

artificial neural networks and words are represented as 
vectors. Doc2Vec model was used as word embedding 
method in the study. Doc2Vec, developed by Quoc Le and 
Tomas Mikolov, generates a vector representing the document 
to predict the target word [23]. When doing this, the length of 
the document is not counted. It has two different methods. One 
of them is the Distributed Memory Model of Paragraph 
Vectors (PV-DM) and the other is the Distributed Bag Of 
Words of Paragraph Vector (PV-DBOW). 

In the PV-DM method, each paragraph is accepted as a 
word and each paragraph has a special identity, namely a 
vector representation. First, vectors are started randomly. It 
acts as a moving memory, taking into account what is missing 
in the current context. While the document vector represents 
the concept of the document, the word vector represents the 
concept of the word [23]. PV-DBOW uses a paragraph vector 
to classify words in the document instead of guessing the 
target word. It is a structure that consumes little memory and 
less resources because it does not need to save word vectors. 

B. Convolutional Neural Network (CNN) 

Deep Learning [25] is a set of methods consisting of 
artificial neural networks based on deep architecture, the 
number of hidden layers is increased and a feature of the 
problem is learned in each layer. In this architecture, the 
attribute learned in each layer creates an input to the upper 
layer. Thus, a structure in which the simplest to the most 
complex feature is learned from the lowest layer to the top 
layer is established [26]. The main purpose of deep learning is 
to transform the input data into a state that can provide a more 
effective learning with various transformations and then 
operate the learning algorithm [27]. 

Although CNN, which is a specialized architecture of deep 
learning, is very successful especially in image processing, it 
has been frequently used in text classification studies in recent 
years. A CNN architecture can be studied in three parts, 
basically the convolutional layer, the pooling layer and the 
fully connected layer. In the convolutional layer, the input is 
filtered and feature maps are obtained. Feature maps are 
sampled in the pooling layer and a more general and faster 
learning of the network is provided. Finally, each neuron in 
the fully connected layer generates an output based on all 
inputs from the previous layer. Each layer extracts attributes 
based on the result of the previous layer and can learn the 
attribute hierarchy by combining and training all layers. The 
aim here is to achieve effective learning starting from low 
level details to high level details. 

C. Naive Bayes 

Naive Bayes is one of the simplest, understandable and 
easily applicable machine learning algorithms used in 
classifying text created using Bayes' theorem. With this 
method, the probability that the target attribute of a sample 
belongs to the class value can be found [28]. 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 

Where, 𝑃(𝑐|𝑥) is the probability of instance 𝑥 being in 
class 𝑐 , 𝑃(𝑥|𝑐) is the probability of generating instance 𝑥 
given class 𝑐 , 𝑃(𝑐 ) is the probability of occurrence of class 𝑐 

and 𝑃(𝑥) is the probability of instance 𝑥 occurring.  

(1) 
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D. Gauss Naive Bayes 

Gauss Naive Bayes enables classification of numerical 
data with Gaussian distribution as well as categorical data. 
Working with Gauss (Normal distribution) is easiest because 
it is only necessary to estimate the mean and standard 
deviation from the training data. We can calculate the mean 
and standard deviation of input values (x) for each class. 

𝑚𝑒𝑎𝑛 (𝜇) =
∑ 𝑥𝑖

𝑁
 

Where 𝑁 is the number of samples and 𝑥𝑖 is the value for 

each input variable in the training data. 

 

𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝜎) = √
∑ (𝑥𝑖 − 𝜇)2𝑁

𝑖=1

𝑁
 

Where 𝑁 is the number of samples, 𝑥𝑖is the 𝑖 th sample, 

and 𝜇 is the mean value. The difference of each sample from 

the mean is squared and added. It is then divided by the total 

number of samples. By taking the square root of this, the 

standard deviation is obtained. 

When making predictions, these parameters can be added 

to the Gaussian Probability Density Function with a new entry 

for the variable, and in return an estimate of the probability of 

this new input value for that class is provided. 

𝑓(𝑥) =
1

𝜎√2𝜋
𝑒

−
1
2

(
𝑥−𝜇

𝜎
)

2

 

𝑓(𝑥) is the Gaussian Probability Density Function. Here 

and above is the mean and standard deviation we calculated. 

is the numeric constant, the numeric constant or the number of 

Euler raised to power, and is the input value for the input 

variable.. 

E. Random Forest 

Random forest algorithm is a supervised classification 

algorithm. The algorithm randomly creates a forest. There is a 

direct relationship between the number of trees in the 

algorithm and the result it can achieve. As the number of trees 

increases, a precise result can be obtained. There are several 

reasons why the random forest classification method is 

preferred. It can be used in both classification and regression 

tasks. For this algorithm, if there are enough trees in the forest, 

the probability of overfitting problem is reduced. Over-

learning is a critical problem that negatively affects results. 

Another advantage is that the classifier can be modeled for 

categorical values. 

F. Support Vector Machine 

Support Vector Machine is capable of separating data into 

two or more classes with separation mechanisms in linear 

form in two-dimensional space, planar in three-dimensional 

space and hyperplane in multi-dimensional space [29]. The 

method, which is frequently used in determining the classes 

that can be separated linearly, is successfully used in the 

classification of nonlinear data by moving the input space that 

cannot be separated linearly through kernel functions to this 

higher dimensional linearly separable space. 

III. MATERIALS AND METHODS 

A. Dataset 

The TTC-3600 dataset, which was prepared to be used 

widely in Turkish news classification studies, was compiled 

by Kılınç et al. [13] in 2015. TTC-3600, an easy-to-use and 

well-documented dataset published in Turkish news datasets 

in recent years, is accessible [30]. The dataset consists of 3600 

documents containing 600 news / texts in 6 categories: 

economy, culture and arts, health, politics, sports and 

technology. News texts were collected from relevant news 

portals via Rich Site Summary (RSS) between May and July 

2015 [13]. 

TABLE I.  TTC-3600 DATASET [13] 

Category 
Total Number of Data 

(Documents) 

Economy 600 

Culture and 

Arts 
600 

Health 600 

Politics 600 

Sports 600 

Technology 600 

Total 3600 

Some important preprocessing steps were applied on the 

TTC-3600 dataset. In order to investigate the effect of these 

stages on the success rate, 4 different datasets were created 

according to the preprocessing steps applied. These datasets 

were determined as the original dataset (Orig-DS), cleaned 

dataset (C-DS), dataset prepared by reducing words to their 

roots using Zemberek (Zemb-DS) and both cleaned and 

Zemberek applied dataset (Clean+Zemb-DS). 

B. Text Preprocessing 

Data preprocessing is one of the most important factors 
affecting the success rate. Therefore, the following text 
preprocessing steps were applied before the TTC-3600 dataset 
was vectorialized. Before applying the preprocessing stage to 
the dataset, the word clouds with the most repetitive first 50 
words belonging to the classes are shown in Table 2.  

As discussed in word clouds, stop words are used quite a 
lot in each class. These words were removed from the dataset 
because they did not have any distinguishing features and 
could negatively affect the success rate.In addition, all words 
were converted to lowercase, all characters such as numbers, 
symbols and punctuation marks except letters were cleared. 
After these steps, the original TTC-3600 dataset was saved as 
C-DS.

 

 

 

 

(2) 

(3) 

(4) 
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TABLE II.  WORD CLOUDS OF CLASSES IN DATASET 

Economy Culture and Arts Health 

   
Politics Sports Technology 

   

Zemberek [31] library was used for the separation process, 

which is another important preprocessing step. For this, firstly, 

the words in the original dataset were divided into root form. 

This was recorded as Zem-DS. Finally, both data cleaning and 

rooting processes were applied to the original dataset and 

Clean+Zem-DS was created. The created datasets are ready 

for Doc2Vec training model. 

C. Doc2Vec Model 

The datasets created are first transformed into vector by 

creating the Doc2Vec training model. There are some 

important parameters when creating the Doc2Vec model. 

These; feature vector size (vector_size), Dov2Vec methods 

(dm), maximum distance (window) between the current and 

predicted word in a sentence, ignoring all words whose total 

frequency is less than the specified value (min_count), and the 

number of iterations. The parameters and values determined 

in this study are shown in Table 3. 

TABLE III.  DOC2VEC MODEL PARAMETERS 

Parameters Value 

vector_size 100 

dm 1 

window 3 

min_count 5 

iteration 50 

D. CNN Model 

After Doc2Vec model was created for each dataset, each 

one was ready for classification. The proposed CNN model 

has a maximum pooling operation. After each convolution 

layer, the feature maps are pooled and their dimensions are 

reduced, thus reducing the variation in features. Then flatten 

and dense layers are used. ReLU function is used for 

activation in hidden layers and Softmax activation function is 

used in the output layer of the model. The CNN architecture 

used in the study is shown in Table 4. 

TABLE IV.  CNN ARCHITECTURE USED IN THE STUDY 

CNN Layers 

Convolution2D - 16 (3x3 Filter) 

MaxPooling - (1x1 Filter) 

Convolution2D - 32 (3x3) 

MaxPooling - (1x1 Filter) 

Convolution2D - 64 (3x3) 

MaxPooling - (1x1 Filter) 

Convolution2D - 128 (3x3) 

MaxPooling - (1x1 Filter) 

Flatten 

Dense – 4096 (Activation Fonc. = ‘ReLu’) 

Dense – 4096 (Activation Fonc. = ‘ReLu’) 

Dense (4, Activation Fonc. = ‘SoftMax’) 

IV. EXPERIMENTAL RESULTS 

In this study, our aim is to compare the success rates as a 

result of classifying the datasets created according to the 

preprocessing stages applied to the TTC-3600 dataset by 

creating the Doc2Vec model. In order to classify in the 

proposed method, documents expressed as vectorial with 

Doc2Vec model training are divided into 90% training and 

10% test. Then, the datasets were classified using the deep 

learning model CNN and traditional machine learning 

methods GNB, RF, NB and SVM. When classifying with 

CNN, Python libraries Tenserflow and Keras [32-33] are used. 

While making machine learning classifications, Knime 

software, which is a data analysis platform, was used [34]. 

In the method we propose in terms of classifying Turkish 

news texts, the highest accuracy rate was obtained as 94.17% 

as a result of the CNN classification of the PV-DM model of 

the Clean + Zemb-DS dataset. The accuracy rates obtained by 

classifying each dataset after creating the Doc2Vec training 

model are given in Figure 3.
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Fig. 1. Comparison of accuracy rates of CNN, GNB, RF, NB and SVM classification methods for each dataset.

When the results are examined according to the accuracy 

rates, in each dataset, CNN gives better results than other 

machine learning classification methods. While the 

accuracy rate obtained with CNN increases when the text 

preprocessing steps are applied, it is seen that some text 

preprocessing stages decrease the success rate in some 

machine learning methods.  

Basically, accuracy can immediately tell us whether a 

model is properly trained and how it can perform overall. 

However, it does not give detailed information about its 

application to the problem. Therefore, we need to know the 

precision, sensitivity and f1 score to get a better answer. 

Therefore, for all classification procedures, other success 

criteria were also looked at.  

Accuracy value is calculated by the ratio of the areas that 

we correctly estimated in the model to the total dataset. 

Precision shows how many of the values we estimate as 

Positive are actually Positive. The precision value is 

particularly important in situations where the cost of False 

Positive estimation is high. Recall is a metric that shows 

how much of the transactions we need to predict as Positive. 

Recall value is also a metric that will help us in situations 

where the cost of estimating as False Negative is high. It 

should be as high as possible. F1 Score value shows us the 

harmonic mean of Precision and Recall values. The reason 

why it is a harmonic average instead of a simple average is 

that we should not ignore extreme cases. 

TABLE V.  ORIG-DS SUCCESS MEASURES (%) 

Classification Accuracy Precision Recall F1 Score 

CNN 86.94 86.67 87.17 86.83 

GNB 83.89 83.15 83.60 83.10 

RF 84.44 84.98 84.45 84.42 

NB 82.78 82.70 82.80 82.60 

SVM 86.39 86.30 86.40 86.20 

 

TABLE VI.  C-DS SUCCESS MEASURES (%) 

Classification Accuracy Precision Recall F1 Score 

CNN 89.72 89.50 89.50 89.50 

GNB 86.38 86.23 86.35 86.07 

RF 89.72 89.80 89.73 89.72 

NB 82.78 82.50 82.80 82.40 

SVM 86.95 86.90 86.90 86.80 

TABLE VII.  ZEMB-DS SUCCESS MEASURES (%) 

Classification Accuracy Precision Recall F1 Score 

CNN 90.28 89.67 90.17 90.00 

GNB 88.89 89.42 88.87 89.00 

RF 84.17 85.17 85.00 84.80 

NB 85.00 85.10 85.00 84.80 

SVM 86.39 86.60 86.40 86.30 

TABLE VIII.  CLEAN+ZEMB-DS SUCCESS MEASURES (%) 

Classification Accuracy Precision Recall F1 Score 

CNN 94.17 94.17 94.19 94.00 

GNB 88.33 88.17 88.20 88.13 

RF 85.00 84.18 84.18 84.05 

NB 85.00 85.00 85.00 84.90 

SVM 87.22 87.20 87.20 87.20 

 

When the success criteria are evaluated, the rankings in 

precision, sensitivity and f1 score are exactly the same as 

the accuracy criteria order. In addition, below, the graphs of 

training and test accuracy and loss according to the CNN 

training model results are given in Figure 4 and Figure 5. 
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Fig. 2. CNN training and validation accuracy chart for each dataset. 

 

Fig. 3. CNN training and validation loss graph for each dataset. 

TABLE IX.  COMPARISON TABLE 

Study Dataset Model Accuracy (%) F1 Score (%) 

Kılınç, D. et. al. [13] TTC-3600 RF + Zemberek + ARFS 91.03 - 

Kılınç, D. [14] TTC-3600 J48 + Boosting 85.52  - 

Acı, Ç. İ. [17] TTC-3600 Word2Vec + CNN + Zemberek 93.30 - 

Yıldırım, S. and Yıldız, T. [18] TTC-3600 M-NB + IG - 93.33 

Yıldırım, S. and Yıldız, T. [18] TTC-4900 M-NB + IG - 90.00 

Köksal [21] TTC-4900 SW + No Lem. 91.77 - 

Proposed Method TTC-3600 Doc2Vec + CNN + (Clean+Zemb-DS) 94.17 94.00 

The summary of the results of the proposed system and 

the results obtained in previous studies with TTC-3600 and 

TTC-4900 datasets are given in Table 9. When compared 

with the F1 score and accuracy of previous studies, it is seen 

that the model we suggested gives better results with a 

success rate of 94.00% and 94.17%, respectively. 

V. CONCLUSION 

After the TTC-3600 dataset consisting of Turkish news 

texts belonging to 6 different categories was recorded as 4 

different datasets according to the text preprocessing stages, 

the Doc2Vec training model of each dataset was created. 

Then, the accuracy rates obtained as a result of classification 

with deep learning classification method CNN and 

traditional machine learning classification methods GNB, 

RF, NB and SVM scores were compared. When the 

accuracy rates are compared, the result of classifying the 

Clean + Zemb-DS dataset with CNN is 94.17%. It was 

noted that better results were obtained when comparing the 

proposed method with the previous studies. 
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Abstract—Image denoising attends to be the way to restore 
image from noise during the image was taken. There are quite a 
lot of algorithms on how we manage to improve broken image 
into better quality. In this paper we are going to compare few 
algorithms such as Non-Linear Means, Wavelet Transform, 
BM3D and Total Variation (TV) minimization algorithms. We 
also measure the Mean Square Error to estimate or compare 
original image with denoised image. Such that we can use them 
to improve the image quality using image denoising technique. 
Our experiments we use variety of noises and its level and take 
that image to denoise and then calculate PSNR as a result. The 
noises that we used are Gaussian, Speckle, Salt Pepper and 
Poisson.  

Keywords—Comparative, Denoising Algorithms 

 

I. INTRODUCTION  
 

Digital image processing is one of main part in machine 
learning or Computer Vision. In order to have precise result, 
images should be processed before analyzing into more 
specific research in machine learning. Images with noise is the 
challenges before processing with data analyzing. Without 
removing noise from the image, the result would be no good. 
Briefly noise is unwanted pixel that exists in any image taken 
from camera or other kind of devices. So to restore the image 
into a better visual quality we need denoising techniques. 
Difference noises, noisy level and denoising techniques will 
be discussed in this paper.   

Generally, image noises are divided into two models. There 
are additive and multiplicative model. 
 

A. Additive Model 
Corrupted signal image noise can be presented by adding 
noise to original image. Simply defined as follow. 
 

𝑤(𝑥, 𝑦) = 𝑠(𝑥, 𝑦) + 𝑛(𝑥, 𝑦)   (1) 
 
where 𝑠(𝑥, 𝑦)  in the noisy image is the original bit and 
𝑛(𝑥, 𝑦) is the noise which produce the corrupted signal result 
𝑤(𝑥, 𝑦) locates the pixel location. 
 

B. Multiplicative Model 
Another kind of noise model is multiplicative noise. This 
noise present when we multiply noise signal with original 
signal. It is defined in the following algorithm. 
 

𝑤(𝑥, 𝑦) = 𝑠(𝑥, 𝑦) × 𝑛(𝑥, 𝑦)   (2) 
 

Definition in the algorithm above tells us the same, but what 
make different is that 𝑠(𝑥, 𝑦) is multiplied by 𝑛(𝑥, 𝑦) so the 
noise signal will be different than additive model. 
 
To prove that denoising algorithms are working well, we need 
to have make up noise using noise algorithms. These noises 
have their own purposes and function. There are default 
noises will be described as follow. 
 

A. Gaussian Noise 
Gaussian noise also known as normal noise in predefine 

density function. It is widely used for adding noise in image. 
Gaussian noise can generated randomly and separate in image 
and defined by the following. 

𝑝(𝑧) = .
√012

𝑒4(545̅)7/79
7
  (3) 

where z defined as intensity, 𝑧̅ is the average (mean) value of 
z and 𝜎 is standard deviation. Variance of z is the standard 
deviation square 𝜎0. This function can be plot as describe in 
Fig.1. 

 
Figure 1 Gaussian Noise 

B. Salt and Pepper Noise 
Salt and pepper noise or impulse noise which can be either 

positive or negative. bipolar impulse noise also is called salt- 
and-pepper noise[1]. Impulse noise generally convert to 
digital as pure white and black values in an image. The values 
are maximum and minimum as white and black. For that 
reason the appearance of noise is black as 0 and white as 255 
pixel. 

 

C. Speckle Noise 
Speckle noise [2][3] can be described as multiplicative noise. 
This noise can degrade original image into high signal noise 
image. This noise commonly appears in any coherent systems 
for instance SAR images or ultrasound images. When there 
is random fluctuations in signal from an object conventional 
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radar which is not bigger than image-processing element, the 
speckle can appeared.  
 

II. DENOISING ALGORITHMS 
 

Image denoising defined as technique to restore or degrade 
the image, reducing the noise content of the image. In the 
following, we will describe some denoising algorithms basic 
which will be used in experimentation. 

 

A. Spatial Domain Filtering 
When there is additive noise spatial filtering can be 

solution to remove the noise.  Spatial domain techniques are 
very efficient computation and require less processing 
resources to be implemented. This technique can be denoted 
by expression below.  

 
𝑔(𝑥, 𝑦) = 𝑇[𝑓(𝑥, 𝑦)]      (4) 

   
where 𝑓(𝑥, 𝑦) is the input image, 𝑔(𝑥, 𝑦) is the output image, 
and T is an operator on f defined over a neighborhood of point 
(𝑥, 𝑦) . The operator can be applied to a single image or 
multiple images by summing pixel by pixel of a sequence of 
an image noise reduction.  

Basically spatial domain filtering can classified by linear and 
non-linear filtering techniques.  

1) Linear Filters 
This type of filtering will be only when there is additive noise 
is present[4]. The optimal filter is a mean filter for noise signal 
such as Gaussian noise which can be measured by mean 
square error. This filter will blur edges, remove lines and the 
other fine the detail. It specified in two sub filter such as Mean 
filter and Wiener filter. 

a) Mean Filter 
Mean filter can formed as reducing the intensity variation 
between one pixel to next pixel. It takes the average of pixel 
surrounds it. As the result it will make a pixel under mask and 
the image become smooth.  

b) Wiener Filter 
This filter remove noise from corrupted signal. Image 
restoration with this filter require Fourier transform of 
frequency-domain. To perform this filtering operation we 
need to know the spectral properties of original signal and the 
noise itself and the result will be as close as original signal. 
This filter can formed as the following. 

𝑓(𝑥, 𝑦) = 	 A B(C,D)∗

B(C,D)7FGHI(C,D) HJ(C,D)K L
M 	𝐺(𝑢, 𝑣)        (5) 

 

Where 𝐻(𝑢, 𝑣) is the degradation function and 𝐻(𝑢, 𝑣)∗ is its 
conjugate complex. 𝐺(𝑢, 𝑣) as the degraded image. 𝑆𝑛(𝑢, 𝑣) 
and 𝑆𝑓(𝑢, 𝑣) are the power of spectra of original image and 
the noise. It assumes noise and power spectra priori object. 

2) Non-linear Filter 
When there is a multiplicative noise, this filter can restore 
signal. With this filter the noise can be removed without 
identifying it explicitly.  Median neighborhood pixel is 

determined by the value of output pixel. With spatial filters we 
use low pass filtering of group pixels and the noise covers the 
higher region of frequency spectrum. Basically, noise is 
removed and as the result image will be blurred or edge loss.   

a) Median Filter 
Image restoration with median filter can be done by finding 
median value by across window and replacing each entry in 
the window. Median filter frankly describe as moving window 
principle and use 3x3 or odd number matrices.  

 

B. Transform Domain Filtering 
Generally transform domain filtering can be divided into data 
adaptive and non-adaptive filters. Transform domain includes 
wavelet based filtering techniques and spatial frequency 
filtering techniques. 

1) Wavelet Transform 
The transform constructed by a set of building blocks which 
represents a signal or function[7]. The expansion of this 
system returns time frequency localization of signal.  

 

C. Total Variation 
This algorithm is implemented in infrared images, medical 
images, remote hyperspectral and multispectral images. In 
medical diagnosis it requires precise detection. Li and Que[6], 
they found that total variation (TV) filter removes noise 
effectively.  

 

D. Block Matching and 3D (BM3D) Filtering 
This denoising technique based on the local image sparse 
representation in transform domain. The sparsity is grouped 
2D image patches into 3D groups. BM3D grouping and 
filtering is named as collaborative filtering. This denoising 
method can be implemented in four steps[6]. 

- Get image patches similar to given image patch and 
grouping them in 3D block 

- 3D linear transform of 3D block 

- Shrinkage of the transform spectrum coefficients 

- Inverse 3D transformation 

 
Figure 2 Patches, search windows and overlapping [6] 
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The process of finding similar block or finding patch can be 
form as follow. 

𝜌(𝑝) = 	 {𝑄: 𝑑(𝑃, 𝑄) ≤ 𝜏[\]^}  (7) 

Where P denotes as patch whose size is 𝑘[\]^ × 𝑘[\]^  of 
image loop. 𝑑(𝑃, 𝑄)  is the Euclidean distance between 
blocks.  

 

III. MEASUREMENTS 

A. Mean Square Error 
Mean square error is the method where we can compare 
restored image to original image, calculate the different error 
between them. The mean square error generally defined as 
cumulative squared error between the restored image and 
original image. It is form as follow. 
 

𝑀𝑆𝐸 =	∑ [de(f,I)4d7(f,I)]7g,h
i∗j

   (6) 
 
Where 𝐼. is original image and 𝐼0 is noisy image, m and n 
are the height and weight  of the respectively images. In our 
experiment the average or MSE are less than 0.1. 
 

B. Peak Signal to Noise Ratio 
Basically peak signal noise ratio defined as the expression for 
ratio between maximum power of signal and power of signal 
image noised[8]. The result or expression should be in decibel 
(dB) scale.  

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔.r s
t7

iHu
v  (7) 

 

Where R is the maximal power of the signal image. The PSNR 
is calculated based on MSE  

 

IV. EXPERIMENTAL RESULTS 
 

In our experiment we tried to implement various of 
denoising techniques. Every algorithm aims to produce better 
solution to remove noise from the image. Also the algorithms 
sometimes are not used in same fields. However we are going 
to implement it in script. By calculating the mean square error 
(MSE) and Peak Signal Noise Rate (PSNR) we try to present 
the best result. Moreover we also add variant of noise level 
and type for each experiment. We can see the result of image 
denoising technique as following. In Fig 3, we made 
experiment by taking original image (image without noise), 
then we add Gaussian noise (sigma) and processed it with 
denoising algorithms which we already described it. During 
denoising computation we also take MSE and PSNR to 
finalize the result. As a result of this denoising technique, 
Wavelet VisuShrink came out with blur which caused by 
noise elimination. On the other hand block matching 3D came 
out with better result and closer to original image (noise free). 

 

 
Figure 3 Testing Result with Gaussian Noise 

A comparative analysis has been processed between Non-
linear mean, Wavelet Bayes-Shrink, Wavelet Visu-Shrink, 
Total Variation and Block Matching and 3D techniques. As 
results in table I, we found out that BM3D gave us lesser MSE 
with Poisson noise than Gaussian noise. On the other hand, 
Total Variation came out lesser using Salt and pepper noise. 

 

TABLE I.  MEAN SQUARE ERROR(MSE) 

Denoising 
Algorithms 

Noises 

Gaussian Salt and 
Pepper Speckle Poisson 

Non-Linear 
Mean 

0.02887 0.16898 0.02311 0.00172 

Wavelet-
Bayes Shrink 0.03414 0.13345 0.02956 0.00254 

Wavelet-Visu 
Shrink 0.05134 0.11457 0.04504 0.00648 

Total 
Variation 0.02854 0.09982 0.02811 0.02186 

BM3D 0.02446 0.16642 0.01976 0.00161 

 

Based on our observation during experimentation, in table II, 
BM3D gave best result or got highest PSNR which is 57.9996. 
so based on this result we conclude that BM3D can perform 
best. We also present the color channel of the image which is 
[175 201 214] and image size is 3686400 pixels, we resize to 
400 by 400 and the image size become 480000 pixel.  

TABLE II.  PEAK SIGNAL NOISE RATIO(PSNR) 

Denoising 
Algorithms 

Noises 

Gaussian Salt and 
Pepper Speckle Poisson 

Non-Linear 
Mean 

32.9298 17.5848 34.8649 57.3961 

Wavelet-
Bayes Shrink 31.47461 19.63475 32.7249 54.0410 

Wavelet-
Visu Shrink 27.93106 20.95985 29.0679 45.9027 

Total 
Variation 33.03135 22.1572 33.16168 35.3461 

BM3D 34.37153 17.71746 36.2236 57.9996 

 

In fig. 4 we plot sample of one our experiment 
using Gaussian noise, MSE value changed based 
on different denoising techniques. BM3D returned 
lowest result as 0.025. In fig.5 we calculated the 
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PSNR and the plotting is same sample we used in 
first experiment which is Gaussian noise. BM3D 
returned PSNR as 34.37.  
 
 

 
Figure 4 MSE Result 

 
Figure 5 PSNR Result 

 
 

CONCLUSION 

 
According to out experimentation, we can conclude that 

returns better PSNR and has lesser MSE on BM3D than the 
other algorithm. Not to mention on what purpose the is 
analyzed for removing noises from the image. After 

experiment and we compare the denoising algorithms we can 
see that the more we high in peak signal noise ratio we 
performed better restoration for the noisy image and lesser 
peak signal noise ratio the restoration will not gave better 
quality. We intent to perform multiple images in future work, 
because with this way we can make more comparison on the 
denoising algorithms. 

 

V. FUTURE WORK 
As we know that computer vision has broad fields study on 
image processing which can be developed by using deep 
learning algorithms. So in this field we will try to use deep 
learning or artificial intelligent method to improve denoising 
techniques more accurately and to improve time consumed for 
each experiment and maybe we can manage to denoise 
multiple images at same time with deep learning. 
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Abstract— Classification and segmentation of various skin 

lesions play a very important role in the field of dermoscopy. 

Using computer-aided applications to detect cancerous cells and 

predict the lesion as benign and malignant can yield better 

results. Automatic estimation of skin disease from skin lesion 

images help practitioners to perform rapid diagnosis, provide 

early treatment and quick decision making. In this paper, 

Convolution Neural Network (CNN) is used to identify cancer-

prone skin lesions from dermoscopy images. Experiments were 

performed on ISIC 2016 data set with two lesion classes 

(Malignant and Benign). The training was carried out with the 

Multiple Residual Neural Network (ResNet) architecture, where 

the data is pre-processed with different methods. Finally, the 

comparative analysis with other methods was also performed. 

The results indicated that the performance of our proposed 

method is also in line with state of the art methods. 

Keywords— lesion classification, Resnet, convolutional neural 

network, medical image analysis. 

I. INTRODUCTION  

Advances in deep learning methods in recent years have 
also led to the development of intelligent medical imaging-
based diagnostic systems that can help the analysis of medical 
images and help professionals make better decisions for 
patient health. 

Some lesions on the skin can be the harbinger of serious 
cancer types. Especially early detection of melanoma is very 
important for the success of the treatment process. In this 
project, skin lesion classification is made. A deep learning-
based approach is presented to classify a dermoscopic image 
containing a skin lesion as malignant or benign. 

Malignant is a type of skin cancer that occurs in the skin 
tissue and can cause death. The disease can be treated with 
early diagnosis. Benign is a more common but not dangerous 
type of skin lesion. The dermoscopic images of these two 
species are similar and may not be distinguished by human 
vision. For this reason, Computer Aided Diagnosis (CAD) 
systems, which are frequently used in the detection of 
diseases, can help patients and physicians in the detection of 
skin cancer [1]. Even if expert dermatologists use 
dermatology images for diagnosis, the accuracy rate of the 
expert diagnosis is estimated at 75–84% [2]. 

In the study conducted by Hameed et al. [3] in 2019, they 
used AlexNet CNN model for feature extraction on 9144 skin 
images. For classification, they reached an accuracy of 
86.21% with SVM classifier. They showed that the features 

obtained from CNN models by using a 10-fold cross-
validation technique to prevent overcompliance increased the 
classification performance of multiple skin lesions. In the 
study conducted by Ahmad et al. [4] in 2020, they proposed a 
new frame by fine-tuning the layers of ResNet152 and 
InceptionResNet-V2 models to the skin lesion images they 
received from Wuhan Hospital in China and achieved an 
accuracy of 87.42%.  

Studies conducted with Deep Learning methods have 
shown that better prediction success has been achieved in 
many areas such as image classification compared to machine 
learning methods [1]. In the study of Rodrigues et al. [5] for 
the year 2020, it was seen that using CNN and classical 
machine learning methods together gave better predictions 
according to the results obtained by comparing them.  

Deep Learning models do not need extra preprocessing to 
extract features that represent image data. CNN is the most 
widely used architecture among deep learning models. In 
2015, He et al. [6] proposed a new CNN model called ResNet 
with a low computational cost. ResNet achieved a great 
success in the 2015 ImageNet competition with an error rate 
of 3.57% [1]. However, very deep neural networks are 
difficult to train as the number of parameters needed to 
training exponential increase with increasing number of layers 
increase. In addition, highly powerful computational 
resources are also required to train the algorithm faster. In 
theory, training error is expected to decrease as the depth 
increases. However, in reality, the training error increases with 
adding more layers to CNN. ResNet architecture has brought 
a solution to the problem of training error that gets worse / 
disappears as its depth increases. 

Fig. 1 represents the training error (%) and test error (%) 
of a 20-layer and 56-layer flat network. It was observed that 
as the depth increased, that is, the number of iterations, 
training and test data errors increased.  

In this paper we investigate the power of deep neural 
network using CNN for classification of skin lesion from 
images. Specifically, we employed ResNet on ISIC 2016 data 
set with for classification of lesion into malignant or benign.  

The rest of the paper is organized as follows. The data set 
used in this study is described in section II. The proposed 
methodology for classification and segmentation is described 
in Section II. Section IV summarized the results obtained and 
paper was completed with concluding remarks. 
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Fig. 1. Training error (top) and test error (down) [6] 

II. DATA SET 

Dermoscopic images are commonly used by 
dermatologists for various disease identification. In this study, 
data was obtained from International Skin Imaging 
Collaboration (ISIC) [7] which is freely available online. This 
data set includes total 1279 skin lesion images in RGB format 
which hare further divided into training (900) and testing 
(379) subsets. There are two classes in this data set: Malignant 
and Benign. Fig. 2 shows some samples for malignant tissues 
(a) and benign tissues (b).  

 

(a) 

 

(b) 

Fig. 2. Sample images a) Malignant Tissue Image, b) Benign Tissue 

Image 

TABLE I.  DATA SET USED IN THIS STUDY 

Class Training Test Total 

Malignant 173 75 248 

Benign 727 304 1031 

Total 900 379 1279 

III. PROPOSE METHOD 

A. Deep Learning (DL) 

Deep Learning is a new machine learning method based 
on artificial neural networks that can automatically extract 
features from data and generally produces higher accuracy. 
Unlike classical machine learning methods, it does not require 
manual feature engineering. CNN is one of the most 
successful deep learning models for image data which is 
described in following section. 

B. Convolutional Neural Network (CNN) 

There are many CNN models such as ResNet, GoogleNet, 
VGGNet and AlexNet. CNN has a multiple neurons arranged 
layer structure [1]. These include Input Layer, Convolution 
Layer, Pooling Layer, Fully-Connected Layer and Output 
Layer. 

In Convolution Neural Network, neurons are expressed in 
3 dimensions; width, height and depth. Depth is equal to 3 due 
to the RGB image format, for example if the image data is 
color. 

The basic architecture of Convolutional Neural Network 
is shown in Fig. 3 while fig.4 shows the architecture of 
ResNet18. In addition to these basic layers, the layers of many 
different CNN architectures vary.  

1. Convolutional layer: They are the most important 
elements of deep learning architectures. Each layer 
consists of a certain size and fixed number of filters 
selected before the training process. Each filter detects a 
specific feature and produces a feature map in response 
[9].  

 Filters create convolutional layers and are trainable 
feature extractors that are learned from data. Filters have 
the ability to learn properties of images such as color, size, 
edge during training.  

2. Pooling layer: The Pooling layer, a subsampling 
layer, reduces the size of feature maps. As a result, only 
the activated properties are transmitted to the next layer 
[1]. 

3. Fully connected layer: It acts as a classifier. It 
usually consists of 1-2 fully bonded layers. Next comes the 
classification layer for multi-class data. 

C. Residual Network (ResNet) 

Residual blocks form the basis of the restoration 
architecture. One of the problems of deep learning is the 
problem of overfitting due to increasing depth. Overfitting 
means good training accuracy but poor test accuracy. Blocks 
are now suggested to solve this problem. Now in the block the 
input x is directly added to the output of the network i.e. it 
becomes f(x) + x. 

In Figure 5, the output generated when a block is added to the 
CNN architecture is now summarized. In this case, output is 
given as in (1); 

 H(x) = F(x)+x () 
When the input of the network is equal to its output, F (x) 

= 0 ‘. So H (x) = x. The aim is to skip certain layers using jump 
links or leftover blocks to improve performance in the deeper 
layers of deep learning. Thus, improvement is provided to the 
problem of optimization and distortion in a deep network. 
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a.    b.  

Fig. 5 (a). Normal CNN architecture, b) Residual connection CNN [6] 

IV. EXPERIMENTAL RESULTS 

In this study, 900 images were used for training and 379 
images for testing. After training the data set using CNN, the 
classification and accuracy of skin lesions were calculated by 
learning with the ResNet18 model. We trained our model with 
30 epochs. Accuracy and loss values are compared by using 
different optimizers to analyze their performance. 

The images of our data set are divided into 2 classes. To 
measure the performance of the network, sensitivity, 
specificity, precision and F1 values were calculated and 
compared with other research results. 

A. ResNet Classification 

In our study, we applied a classification to our data set with 
the ResNet18 architecture. We resized the images we used in 
the data set to 224x224x3. ResNet18 architecture consists of 
5 Convolution Layers, 2 Max Pooling Layers and 1 Fully 
Connection Layer (Figure 4). Since we have 2 classes in the 
data set, the "Output Size" value is arranged as "2" in the Fully 
Connection Layer. Accordingly, the "Classes and Output 

Size" values in the classification layer have been updated as 
"auto".

 

Fig. 3 Architecture of convolutional neural network [8]. 

Fig. 4. ResNet18 Layers Architecture [10] 

 

 

 
Fig. 6. Training accuracy according to different optimizers 

 

Fig. 7. Loss values according to different optimizer 
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B. Training 

The image data was resized to 224x224x3. ReLU 
activation function has been selected as the activation 
function. Training data and test data were fed into classifier 
by loading into the image data store in the Matlab 
environment.  

Table II summarizes the results obtained for each class 
using confusion matrix while Table III summarizes the 
results obtained for each classifier. The results show that 
Sgdm produced highest classification accuracy with 
84,96%, then Adam which was 81,53%, and Rmsprop 
optimizer was 77,57%. It is also seen that the optimizer with 
the lowest training and test loss value is again Sgdm. For 
each optimizer, parameters were empirically obtained 
during the training. The accuracy and loss obtained for each 
classifier are shown in Fig. 6. and Fig. 7. Moreover, the 
quantitative results are presented in Table IV. 

C. Evaluation 

Confusion matrix is a special table layout that gives us 
the opportunity to visualize the performance of the 
algorithm. Each row of the matrix represents instances in a 
real class, and each column of the matrix represents 
instances in a predicted class [11]. 

TABLE II.  CONFUSION MATRIX 

 

Predicted Values  

Positive 

(Benign) 

Negative 

(Malignant) 

Actual 

Totals 

A
c
tu

a
l 

V
a

lu
e
s Positive 

(Benign) 

290 

76,5% 

43 

11,3% 

87,1% 

12,9% 

Negative 

(Malignant) 

14 

3,7% 

32 

8,4% 

69,6% 

30,4% 

 
Predicted 

Totals 

95,4% 

4,6% 

42,7% 

57,3% 

85,0% 

15,0% 

 

True Positive (TP) and False Negative (FN) values 
correspond to the number of lesions in a particular class that 
are true and false classified, respectively. True Negative 
(TN) refers to the number of lesions that do not belong to a 
particular class that are classified as not belonging to this 
class. False Positive (FP) values are the number of lesions 
incorrectly classified as belonging to a particular species 
[5]. 

In order to better evaluate the system performance, 
sensitivity (TPR - true positive rate) and specificity (TNR - 
true negative rate) measurements were calculated. In this 
case, sensitivity (3) means the ratio of appropriately 
classified Malignant cases to the number of Malignant 
cases, while specificity (4) is the ratio of appropriately 
classified Benign cases to the number of all Benign cases 
[9].  

Accuracy measures the number of data correctly 
classified (2). High accuracy, sensitivity and specificity 
value indicate an efficient classification method [8]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + FP + TN + FN
 () 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 () 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 () 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 () 

𝐹1_𝑆𝑐𝑜𝑟𝑒 =  
( 2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 )

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 () 

TP = True Positive         TN = True Negative 

FN = False Negative      FP = False Positive 

P - number of positive samples (Benign), N - number of 
negative samples (Malignant), TP-True Positive: Benign is 
correctly defined as Benign; FP-False Positive: Benign is 
incorrectly defined as Malignant; TN-True Negative: 
Malignant is correctly identified as Malignant; FN-False 
Negative: Represents Malignant image data incorrectly 
identified as Benign. 

TABLE III.  CLASSIFICATION ACCURACY (%) 

Optimizer ACC. SEN. SPE. PRE. 
F1 

Score 

Sgdm 84,96 87,09 69,57 95,39 91,05 

Adam 81,53 84,82 55,81 93,75 89,06 

Rmsprop 77,57 85,21 42,65 87,17 86,18 

 

In the training process, optimizing the training with 
different parameters is important for different performance 
results. Accuracy, sensitivity, specificity, precision and F1 
results that we obtained with different optimizers calculated 
according to the experiments performed Table III. As 
shown in ‘. According to the experimental results, it is seen 
that he is the optimizer Adam with high accuracy values. 

TABLE IV.  COMPARISON WITH THE MODELS (%)  

Authors Method Accuracy Sensitivity  Specificity  

Ahmad et al. [4] ResNet152 87,42 97,04 97,23 

Kwasigroch et 
al. [9] 

ResNet50 75,5 90 61 

Vesal et al. [12] SkinNet 93 93 90 

Al-Masni et al. 
[13] 

Inception-
ResNet-v2 

81,79 81,80 71,40 

Pham et al. [14] Inception-v3 87 70 91,2 

Pham et al. [14] ResNet50 79,5 80 96,2 

Jayalakshmi et 
al. [15] 

BN_CNN 83,05 83,06 83,23 

Cabas et al. [8] CNN 84,76 91,97 78,71 

Wu et al. [16] ResNet50 82 84 85 

Our Model ResNet18 84,96 87,09 69,57 
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In medical applications, the highest sensitivity 
coefficient is required because a malignant lesion that is 
misdiagnosed can seriously affect patient health.  

The model Table IV, which we proposed with the 
methods, Accuracy, Sensitivity and Specificity values of 
previous studies using different deep learning methods. It 
has been compared in. 

V. CONCLUSION 

In this study, we investigated a deep convolution 
network, ResNet18, for classification of skin lesions from 
RGB images. The investigated model can automatically 
classify the given lesion image without need of traditional 
segmentation and feature extraction process. According to 
the experimental results, ResNet was effective for skin 
lesion classification. Moreover, Sgdm, Adam and Rmsprop 
optimizers were also investigated. Performance results were 
compared with previous research using various deep 
learning methods and the proposed model was found to be 
promising. We hope that the model presented in the study 
can be further developed into real applications where it can 
help experts for better diagnosis and treatment. 
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Abstract— Gender classification from face images is a 

challenging task due to presence of complex background, object 

occlusion, and variations in illumination conditions.  Face 

images can be exploited for various applications such as 

expression analysis, recognition and tracking.  In this paper, two 

deep learning-based methods are investigated for gender 

classification using face images. These methods include: 

convolutional neural network (CNN) and Alex Net. Experiments 

were performed to evaluate the performance of both models for 

identification of male and female classes from face images. 

Results show that both methods were effective for gender 

classification. Moreover, a comparative analysis was also 

performed between these two models and some of the popular 

methods for gender classification.  

Keywords— Gender classification, gender recognition, 

AlexNet, CNN, deep learning. 

I. INTRODUCTION  

     In people living in communities, gender is an important 

factor in the interaction between individuals. With the 

development of technology, the use of smart devices has 

increased and social media has started to attract attention by 

everyone. However, day-to-day studies on gender 

recognition have gained importance and number of 

applications using such techniques have increased [1]. 

Facial images are widely used in such applications as they 

provide useful information that can be exploited for 

extracting human interaction. Gender classification 

approach by using facial images generally consists of image 

processing, feature extraction and classification stages. 

These stages may vary depending on the purpose of the 

study and the features of the methods to be used. Therefore, 

the classifier, method and extracted features have a 

significant effect on the performance of the study. 

     Deep learning techniques are now widely used for 

various tasks such as classification, automatic feature 

extraction, object recognition etc., due to their high 

classification accuracy. Motivated from other fields, 

researchers have also exploited deep learning methods for 

gender prediction and classification from facial images. The 

following paragraphs present a summary of some studies. 

     Janahiraman and Subramaniam [2] aimed to make gender 

classification using different models of CNN architecture. A 

dataset was created from facial images from Malaysians and 

some Caucasians people. Their results achieved accuracy of 

88% with the VGG-16 model, 85% with the ResNet-50 

model and 49% with the Mobile Net model.     

    Akbulut et al [4] performed gender recognition from 

facial images using Local Recipient Areas-Excessive 

Learning Machine (LRA-ELM) and CNN architecture. The 

experiments were carried out using approximately 11 

thousand images from the Adience dataset for age and 

gender recognition [3]. The proposed method resulted in 

80% and 87.13% accuracy with LRA-ELM and CNN 

respectively. 

     In [5], a comparative analysis was perfomed among 

proposed method, Alex Net and VGG-16 models for gender 

classification including women, men, old, young, children, 

and babies. Experimental results show accuracy of 72.20% 

with the proposed CNN model, 99.41% with the VGG-16 

model, and 65.63% with the AlexNet model. 

     Arora et al [6] proposed a CNN model for gender 

classification with facial images. In experimental studies, 

1500 images were used for training and 1000 images were 

selected from the CASIA database and verified. As a result 

of the experiments, 98.5% accuracy was achieved. 

     In [7], a basic convolutional network architecture was 

proposed to increase the performance of automatic age and 

gender classification. This technique also produce optimal 

results even in presence of limited training data. High 

classification accuracy was obtained using this model on 

Adience database [3]. 

     Ranjan et al [8] proposed a method called HyperFace for 

simultaneous facial recognition, pose prediction, and gender 

recognition using CNNs. This method combines the middle 

layers of a deep CNN using a separate CNN and then a 

multitasking learning algorithm was employed on the fused 

features. HyperFace-ResNet is based on the ResNet-101 

model to increase algorithm speed and Fast HyperFace 

variants to create zone recommendations have been 

proposed. 

     Raza et al. proposed a deep learning method for 

predicting the gender of pedestrians. A preprocessing step 

was used to segment the pedestrian from the image. Then, 

stacked auto encoders with softmax classifier were used for 

classification. Accuracy rates of 82.9%, 81.8% and 82.4% 

have achieved in the anterior, posterior and mixed views in 
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the MIT dataset, respectively, and approximately 91.5% in 

the PETA dataset [9]. 

     In [10], Abdalrady and Aly presented the exchange of 

classical CNN models with the PCANet model for gender 

classification. In addition, the network architecture size was 

also reduced with PCANet in complex CNN models. this 

method achieved 89.65% accuracy for gender classification.  

     Yu et al [11] proposed a low-complexity CNN model 

with few layers. This method achieved 91.5% accuracy on a 

dataset consisting of 1496 whole body images. 

     In this study, a gender classification method is proposed 

using deep learning techniques. Specifically, CNN and 

AlexNet model will be employed for gender classification 

from images. Moreover, a comparative analysis will be 

performed between our method and state-of-the-art 

methods. 

     The rest of the paper is organized as follows. Section II 

provides a detailed account of the proposed method. Section 

III presents the obtained results. Finally, the paper will be 

completed with concluding remarks. 

II. METHODOLOGY 

A. Deep Learning 

     Deep learning is an artificial intelligence (AI) technique 

that aims to mimic human brain by learning from 

experience. In other words, it is a method that realizes the 

learning process by aiming to discover the hidden 

representation of the data [12]. These representations are 

learnt through a training process. For instance, to learn how 

to recognize an object, it is necessary to train the program 

with many object images that we label according to different 

classes. This training can take hours, days or even weeks. 

Generally, deep learning-based approaches need large 

amount of training data and take longer time for training 

compared to the conventional machine learning methods.  

     When trying to recognize any object or character on an 

image, finding unique properties is a time-consuming and 

difficult process as there are so many properties on the 

object or character. At this point, unlike classical machine 

learning, in which features are extracted manually, problems 

can be overcome with deep learning techniques that 

automatically extract the relevant features from the data. 

Deep learning is a neural network with many hidden layers, 

and these hidden layers can be thousands or millions. After 

an image is trained over the network, they can form 

complex concepts from simple concepts. When an image is 

trained in the network, it can learn objects such as 

characters, faces, cars by combining simple features such as 

shape, edges and corners. As the image passes through the 

layers, each layer learns a simple feature before moving on 

to the next layer one by one, as the layers increase, the 

network can learn more and more complex features and 

finally combine them to predict the image.  

     Deep Learning methods have proven their importance by 

achieving remarkable success in Natural Language 

Processing (NLP), Optical Character Recognition (OCR), 

Computer Vision (CV), Image Processing, Object 

Recognition and Classification.  

B. Convolutional Neural Networks (CNN) 

CNN, one of the deep learning techniques, is a powerful 

neural network. It is widely used as a solution to problems 

that may be encountered in areas such as Computer Vision 

and Image Processing. CNN can replace input data with 

trainable parameters in each layer and also make accurate 

assumptions about the nature of the images.  

CNN architecture consists of five main types of neural 

layers; convolution layer, activation layer, pooling layer, 

fully connected layer and dropout. Each layer type plays a 

different role. Each layer of CNN converts the input volume 

into an output volume of neuron activation and eventually 

delivers it to fully connected layers. While simpler features 

such as edge information are obtained in the first layers, 

more complex features representing the image are obtained 

in deep layers. In the following section, the operations 

performed on CNN layers are explained in detail. 

1)Convolutional Layer: This layer forms the basis of 

CNN. The transformation process is performed by 

circulating a filter that can have different sizes such as 3 * 3, 

2 * 2 on the image. Filters apply a convolution process on 

the images coming from the previous layer in order to 

generate the output data and as a result of this process, the 

activation map is formed. We can explain the resulting 

activation map as the regions in which each filter has its 

own properties. During the training, the coefficients of the 

filters are updated for each learning in the training set, and 

thus it is determined which regions of the data are important 

to determine the features. Simple features of the image used 

such as edges are usually calculated in the first layers of the 

CNN model [13]. 

2)Activation Layer: The network has a linear structure 

due to the mathematical operations performed in the 

convolution layer. As a result of the application of the 

activation functions used in the activation layer, the network 

becomes a nonlinear structure. Thus, faster learning of the 

network is provided. It is very important to choose 

activation functions in a neural network architecture. The 

most commonly used of these are the sigmoid function, 

which is usually used in classification problems, Softmax, 

which is a generalization of the Sigmoid function for 

multiple categories, and the Rectified Linear Units Layer 

(ReLu), which is preferred as the activation function in most 

studies. 

3)Pooling Layer: The layer used for size reduction in 

CNN architectures is the pooling layer. Information loss 

may occur as a result of the size reduction process, but these 

losses are beneficial for the network. Because the reduction 

in size provides less computational load for the upcoming 

layers of the network, it also works against network 

overfitting. There are two most commonly used types, 

average pooling and maximum pooling 

4)Fully Connected Layer: Neurons in this layer are 

fully connected to all activations in the previous layer. As a 

result of these layers, two-dimensional feature maps are 

transformed into one-dimensional feature vector. The 
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derived vector can be included in a certain number of 

categories for classification or used as a feature vector for 

further processing. 

5) DropOut: It is one of the most used networking 

techniques in deep learning [14]. When training is done 

using big data in CNN, the network can overfitting. The 

basic logic based on removing some nodes in the network 

prevents memorization from occurring. 

The ImageNet Large Scale Visual Recognition 

Competition (ILSVRC) is one of the largest competitions in 

the field of object recognition. The winning CNN models 

can be listed as AlexNet, Le Net, ZF Net, VGG-16, GoogLe 

Net and Microsoft RestNet. These models play an important 

role in understanding and enhancing deep learning and 

neural networks. Therefore, it is preferred in many studies. 

     Le Net: It is the model that gave the first successful result 

of the competition and was published in 1998. Postal 

numbers were created in order to read the numbers on bank 

checks [15]. 

     Alex Net: It is the winning model of the competition held 

in 2012. Developed by Krizhevsky, Sutskever and Hinton. 

Successive convolution layers consist of fully connected 

layers using activation functions such as maximum pooling 

and Relu and Sigmoid [16]. 

     ZF Net: This model, which is an improved version of the 

Alex Net architecture, won the competition in 2013. Unlike 

the Alex Net architecture, 7x7 size filters were used instead 

of 11x11 filters in the first layer and a 2-step slip amount in 

the pooling layer. Thanks to these differences, it is ensured 

that many original pixel information at the input size can be 

preserved [17]. 

    VGG-16: It is a model developed for better results than 

the results obtained in previous years. The model, which has 

a very smooth architecture, was the second in the 

competition in 2014. It is similar to Alex Net and has many 

filters [18]. 

     GoogLe Net: It is the model that won the competition in 

2014. It has an architecture similar to Le Net, but differently 

it is the implementation of a new element called the starter 

module. Modules linked in parallel were used to reduce the 

probability of overfitting [19]. 

     ResNet: The winning model of 2015 is the first network 

structure consisting of Residual blocks with 34 layers. It 

differs from all other architectures due to its design in a 

deeper structure [20]. 

 

III.  EXPERIMENTS AND RESULT 

     In this study, a gender classification method is proposed 

using facial images with CNN models. The accuracy 

obtained by using the CNN model and Alex Net architecture 

were compared with the results of similar studies conducted 

in the literature. 

 

Fig. 1: Layer information of the created CNN model. 

 

Fig. 2: Alex Net architecture layer information [16]. 
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A. Dataset 

     Experimental studies have been carried out using a data 

set consisting of approximately 19,000 images, including 

female, male and child face images [21]. It is also worth 

mentioning that the dataset contained images with blurry 

faces of children and babies, which were not suitable for 

recognition, as their gender was ambiguous. These images 

were not included for training and a total of 5000 images 

were used, including 2500 female and 2500 male face 

images. Relatively, a smaller dataset has been used as 

provided in original Adience dataset, which contains 26 

thousand face images of approximately 2,284 people 

obtained by smart phones and were used in previous gender 

classification studies [3]. Some sample images used in this 

study are shown in Fig. 3. 

 

 

Fig. 3: Sample images included in the dataset. 

 

B. CNN Models 

     In the study, the data set used was trained on two 

different CNN models which were implemented in 

Tensorflow and Keras. The first of these is a CNN model 

consisting of Conv2d, pooling, flatten and dense layers, as 

well as ReLu and Sigmoid activation functions. Detailed 

information about the layers of the CNN model created is 

shown in Fig. 1. The other model was Alex Net. Layer 

information of Alex Net architecture given in Fig. 2. For 

both models the dataset was divided into 80% training and 

20% testing. 

 

     The proposed method was evaluated int terms of 

accuracy, precision, recall and F1-score. The metrics were 

obtained using true positive (TP), true negative (TN), false 

positive (FP) and false negative (FN). Mathematically, these 

metrics are calculated as: 

  

                                    

                                                        

                                                             

                                 

Accuracy: The ratio of correctly predicted data in the model 

to the total dataset. 

Precision: The metric that shows how much of the positively 

predicted data is actually positive. 

Recall: It is the metric that shows how much of the data that 

should be predicted positively we predicted positively. 

F1Score: Harmonic mean of Precision and Recall values. 

For this reason, it is a good indicator of success. 

     The overall results obtained for both CNN and AlexNet 

are summarized in Table I. In terms of F1-score, both 

models produced same results for classification of males and 

females. For each class, CNN produced better results (92%) 

compared to AlexNet (90%). Fig. 4 shows the test and train 

accuracy obtained for CNN and AlexNet models. Th overall 

behavior of both models look similar as also indicated by 

the quantitative results. Similarly, Fig. 5 shows the training 

and test loss for both models. The visuals indicate that 

overfitting did not occur in the training, due to the proximity 

of train and test accuracy values. The loss values express the 

sum of errors made for each sample in the training and test 

sets. It starts with high values at the beginning of the 

training and moves to low values as the model starts 

learning the data.  

 

Fig. 4:Accuracy results of CNN and Alex Net models. 

 

Fig. 5: Loss results of CNN and Alex Net model. 

     Additional experiments were performed to see the effect 

of the number of epochs on the validation accuracy of the 

classifiers. The results obtained for varying number of 

epochs are summarized in Table II. The results indicate that 

the test accuracy for both CNN and AlexNet models did not 

change after a certain number of (probably 20) epochs. 

However, increasing the number of epochs beyond 20, 

increase the processing time without any significant increase 

in the accuracy. 

(1) 

(2) 

(3) 

(4) 
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TABLE I.  ACCURACY OBTAINED FOR ALEXNET AND CNN (%) 

Precision Recall F1-Score 

Classes AlexNet CNN Alex Net CNN AlexNet CNN 

Male %89 %91 %92 %93 %90 %92 

Female %92 %92 %89 %91 %90 %92 

 

TABLE II.  ACCURACY  OBTAINED FOR DIFFERENT EPOCHS (%) 

Epoch AlexNet CNN 

10 81.10 90.40 

20 90.20 92.20 

30 89.80 92.30 

40 90.50 92.40 

50 90.50 92.40 

 

     Finally, we also conducted a comparative analysis of the 

CNN and AlexNet with some other popular networks for 

gender classification. The comparative results are presented 

in Table III. Compared to other methods, both CNN and 

AlexNet produced relatively higher classification accuracies 

for the gender classification problem. 

 

TABLE III.  COMPARATIVE ANALYSIS OF PROPOSED METHOD WITH 

OTHER MODELS IN TERMS OF ACCURACY (%) 

Previous Works CNN AlexNet 

Gündüz and Cedimoğlu [5] 72.20 65.63 

Akbulut et al [4] 87.13 - 

Levi and Hassner [6] 86.8 - 

Yu at al [11] 91.50 - 

Proposed 92.40 90.50 

 

IV. CONCLUSION 

     In this study, Deep Learning models CNN and Alex Net 

are proposed for gender classification. Experiments were 

carried out on a dataset that is less in number than the 

images found in Adience, which was also used in previous 

gender recognition and classification studies. Gender 

classification was aimed by using the specified models 

together with the images in the dataset. The accuracy rates 

obtained as a result of experimental studies and the 

performance of the dataset in models were compared. With 

these procedures, the accuracy rates achieved were 

compared with the accuracy rates of similar studies in the 

literature, and better results were observed. In future studies, 

it is planned to make comparisons between different CNN 

models with the dataset containing more images. 
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Abstract—The development of a classifier can be considered 

one of the foremost basic and complex errands in machine 

learning and information mining. Conventional classification 

calculations have a place in the lesson of guided calculations that 

use knowledge to prepare the classifier as it has been named. 

Clustering attempts to extract the internal existence of 

unlabeled data and, due to their similarities, classify data into 

separate classes. Semi-supervised learning algorithms are the 

required and efficient technique for machine learning to derive 

knowledge from both labeled and unlabeled information in 

order to create effective classifiers. In this work, we compare 

different approaches the first one about semi-supervised 

classification approach (Generative methods, Graph-based 

methods, Margin-based methods, Semi-supervised boosting 

methods, Self-labeled methods that include two sub-categories 

self-training and co-training ) and the second one is about 

clustering approach(partitioning methods, hierarchical 

methods, density-based methods, grid-based methods, model- 

based methods). Our comparison shows that the problem of 

multi-classification can be solved by three different ways the 

first one by binary classification, the second one by using 

margin- based methods and the last one by boosting methods 

especially the combination of the clustering method with co-

training. All these methods can give good accuracy results, 

leading to predictive models that are more effective, reliable, 

and resilient. 
 

Keywords— Unlabeled data, Semi-supervised learning, 

multiclassification, imbalanced data, clustering 

 

I. INTRODUCTION 

Classification tasks bank intensely on labeled data or tagged 

information to achieve an efficient classifier. However, 

because of the technical support from specialist’s also as very 

long time consumption of a manual process for data labeling, 

it seems troublesome to get enough labeled data to create an 

efficient classifier. The amount of labelled data is rare, 

whereas unlabelled data is straightforward. 

Because of the extreme data space dimension, unlabeled 

observations are usually possible in large quantities, whereas 

labelled samples are uncommonly small. For that, as stated 

by [1] semi-supervised classification (SSC) is a learning 

paradigm concerned with improving classification 

performance by exploiting unlabeled data. Semi-supervised 

learning (SSL) techniques are considered as an appropriate 

approach when the amount of labeled data is small and 

insufficient to build a good classifier and when the number 

of unlabeled is high. 

The aim of this paper is to compare the diverse models used 

for multi label classification with unlabeled data which are 

divided into two approach: the semi-supervised learning 

approach and the clustering approach.  

 

 

The objective of these comparisons isn't to include new 

usefulness, however to show the best strategy in examination 

with these approaches. We organize this paper as follows: Sect. 

2 contains the state- of-the art of our work that reviews the 

relevant approaches to do multi-classification with unlabeled 

data. We describe the comparison and consolidation of 

different algorithms in Sect.3. Then in Sect. 4, we will 

elaborate the discussion of the better algorithms to choose on 

multi-label classification problem with a sizeable amount of 

unlabeled data. At the end of the work, we conclude all the 

work in Sect. 5 

II. STATE OF THE ART 

A. Semi-supervised approach: 

In the absence of labeled data and the adequacy of unlabeled 

data in the training phase, semi-supervised learning is often 

the best and most efficient solution. The purpose of proposing 

a semi-supervised system of learning is to improve the 

outcomes of learning and resolve the different issues based 

on data types. For semi-supervised learning, several 

algorithms have recently been developed such as Self-labeled 

methods, Semi-supervised boosting methods, Margin-based 

methods, Graph-based methods and Generative methods. 

 Self-labeled methods: 

Self-labeled methods can be divided in two sub- 
categories: Self-training and Co-training. 

o Self-training: 

Self-training is the first iterative technique for semi supervised 
learning, it is among the main models of repetitive strategies 
for semi-supervised learning. In self-training, with labeled 
data, a classifier is initially trained. This classifier is then used 
to assign each of the unlabeled data to a label and apply the 
most trustworthy unlabeled points together with their 
anticipated labels to the training set [7]. 

Traditional self-training strategies focus on heuristics, such as 
model trust, such as range, which can be costly for manual 
change. To overcome these challenges,[6] suggest a neural 
network approach of deep reinforcement learning to 
dynamically learn the self-training technique and collect the 
characteristics of training instances. 

In self-training, there are two key problems, the first is the 
determination on which base learner to use for a particular 
problem and    the second is how to locate a collection of 
unlabeled data high confidence predictions. [4] suggested an 
algorithm that chooses the    best base learner randomly, 
according to the amount of unlabeled data predictions that 
are most confident. 
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[12] Propose a novel and simple approach for classifying 
semi-supervised texts. First, as a form of model ensemble, the 
approach produces two sets of classifiers and then initializes 
the word embeddings differently: one using random, the other 
using pre-trained word embeddings. The suggested method 
focuses on various predictions for unlabeled data between the 
two class-sifiers when observing the self-training. 

o Co-training: 

Co-training is an algorithm used by machine learning where a 
limited volume of data is labelled and a multitude of data is 
unlabeled. Co-training is a method in semi-supervised 
learning with two viewpoints. Each sample is assumed to be 
represented using two sets of different characteristics that 
present different details about the sample. 

[1] implements a semi-supervised approach that leverages 
evidence regarding the co-occurrence of pairwise names. It 
proposes a solution during the co-training process to resolve 
the dilemma of class-imbalance and to convey confident 
labels of multi-label samples. 

[9] suggest a new Reinforced Co-Training approach to pick 
unlabeled high-quality samples in order to properly co-train. 
More precisely, with a small labelled dataset, the suggested 
technique uses Q-learning to learn a data collection strategy 
and then utilizes this policy to automatically train co-training 
classifiers. 

[11] propose an approach to enable co-training for handling 
multi-label data, two classification models are generated by 
dichotomizing the feature space with diversity maximization, 
and then pairwise ranking predictions on unlabeled data is 
iteratively communicated for model refinement. 

 Semi-supervised boosting methods: 

Boosting, with many applications, is known as a supervised 
learning method. The aim of the boost is to minimize marginal 
costs. For semi-supervised learning, this process has also been 
developed. 

[3] This approach considers semi-supervised learning as a task 
of clustering and aims to increase the detection rate of clusters 
using named data as prior information, which in various 
domains is not necessarily an ideal approach. 

 Margin-based methods: 

Supervised margin-based strategies are effective 
classification techniques. In semi-supervised learning, various 
experiments have been carried out to improve these 
approaches. The extensions of a support vector machine 
(SVM) for semi-supervised learning are typically a collection 
of margin-based techniques. 

[14] SVM algorithm supports binary classification. But 
through the support vector, multi-knowledge based system 
SMK design proposed it shows four types of classification by 
using multiple knowledge based system KBS the uses of SVM 
in multiple knowledge based system handle large amounts of 
unstructured data and to support multi-class classification. 

 Graph-based methods: 

Graph-based methods in semi-supervised learning are based 
on the theory of strings. These methods describe a graph in 
which nodes (labeled or unlabeled) are samples, and edges 
represent sample similarities. The label symmetry in the graph 
is commonly assumed by these techniques. 

 

 

 

[15] suggest a new Adaptive Graph Driven Embedding 
(AG2E) method for semi-supervised multi-label annotation, 
which uses minimal labeled data associated with large-scale 
unlabeled data to promote performance of learning. 

 Generative methods: 

For more precise estimates, this approach employs unlabeled 

results. Diverse models have been created for semi- 

supervised learning. The mixed Gaussian distribution, the 

EM algorithm, the Bayesian distribution, the hidden Markov 

model. 

Cooperative training [16] represent one of the most common 

routine approaches to semi-supervised learning. Two 

preferred separate data views are used in Shared Training, all 

of which are independently appropriate to train a classifier. A 

classification and a degree of trust for branded data are 

expected by each classifier. Unlabeled samples that are 

classified by a highly accurate classifier are used as training 

data for other samples. Until some of the classifiers shift, this 

process is repeated. Different learning algorithms should be 

used in shared testing instead of the different views of data 

that are uncommon in certain domains. The key problem of 

repeated strategies is how to pick a high-reliability prediction 

range. For mutual preparation, which is not always helpful, 

the agreement between classifiers is chosen and some of the 

inappropriately labelled examinations are released for 

subsequent repetitions. 

B. Clustering Approach: 

The clustering could be used as a means of summarizing the 
samples' distribution. It is often used before the classification 
stage to minimize the details. Semi-supervised clustering 
approaches are classified as clustering methods that can be 
extended to partly labelled data or data with other kinds of 
outcome steps (or sometimes as supervised clustering 
methods). 

Several algorithms have recently been developed for semi- 
supervised clustering such as density-based methods, 
hierarchical methods, grid-based methods, partitioning 
methods, and model-based methods. 

 partitioning methods: 

Based on the attributes and similarities of the data, this 
clustering approach classifies the information into several 
classes. It is the data analysts who determine the number of 
clusters to produce for the methods of clustering. 

[17] present the multi-label classification through multi k- 
means clustering which is utilized for business and user-item 
reviews. 

[8] introduced a system showing good results when there is a 
very limited number of labeled samples and when there are 
unlabeled samples available. 

 hierarchical methods: 

[18] have examined interactive learning applied to 
hierarchical multi-label classification (HMC).HMC brings 
new challenges to active learning, as the datasets usually 
have high number of labels, alongside an underlying 
hierarchy which defines relationships among the classes. 
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 density-based methods: 

[5] suggests a semi-supervised self-training classification 
algorithm based on data density peaks and differential 
evolution. 

 grid-based methods: 

[19] studies the clustering algorithm based on the combination 
of grid and density, and proposes the GDStream algorithm. 

III. COMPARISON OF EXPERIMENTAL RESULTS 

Table 1 shows the comparison of related work discussed on 
section 2. The table mentions the most important works 
already done to deal with the problem of multiclassification. 
The comparison and consolidation of the two main approaches 
used in multi label classification is shown in Table 2. (see the 
tables 1 and 2 at the end of the article). 

IV. DISCUSSION 

Labelled data can significantly help extract patterns correctly 
in semi-supervised learning. They will also contribute to 
greater integration by making more impacts on models. 

The problem of multi-class classification can be solved in 
various ways as we already mention on previous section but 
we can cite the best ways to deal with this problem : 

The problem of multi-class grouping can be solved in various 
ways: 

 First suggestion :Starting by binary classification 
using self training. 

Build a binary variable for each class and independently 
estimate them as a binary classification after averaging the 
data, but if we have a large number of classes, it is not the best 
option since it takes good computation time. This multi-class 
binary classifier can be used with a one-vs-all or all-vs-all 
reduction technique. 

 Second suggestion :Margin based methods. 

To solve multiclass problems, we can use algorithms such as 
Naive Bayes, Neural Networks and SVM.It gives better 
accuracy than self training. 

 Third suggestion :Boosting methods 

We can also apply the clustering with co-training algorithm to 
improve accuracy result for multiclassification. 

V. CONCLUSION 

Various methods and algorithms for deep learning are being 

implemented today. The key purpose of schooling, in reality, 

is to have better outcomes. 

Labelled data is very difficult to obtain with respect to 

machine learning, and unlabeled data is typically readily 

obtained and accessed. On the other hand, in certain 

programs of which only such data is labelled, much of the 

data is unlabeled. Therefore, in addressing much of the 

challenges, semi-supervised instruction is more realistic. In 

this work, in order to do multi label classification with 

unlabeled results, we proposed a comparative analysis of 

two approaches. 
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TABLE I. COMPARISON OF RELATED WORKS: 

 
 

 

works 

Approach 

Semi-supervised approach Clustering Approach Supervised learning 

approach 

Co- 

training 

Self- 

training 

Label 

correlation 

Margin 

based 

methods 

Boosting 

algorithms 

Cluster 

asumptions 

Density 

based 

methods 

k-nearest neighbor 

1         

2         

3         

4         

5         

6         

9         

10        

11         

12         

14         

 

 
TABLE II. ADVANTAGES AND DISADVANTAGES OF TWO MAJOR APPROACHES: 

 
 

Approaches Algorithms Advantages Disadvantages 

Semi-supervised approach Co-training  It may be used in various 

classification systems. 

 The rate of error is lower 

than in the self-training 

process. 

 It may not be able to separate 

indices 

Self- 

training 

 It is the easiest semi- 

supervised algorithm for 

learning. 

 It is better on binary 

classification using the 
vote majority algorithm. 

 If the error occur on the first 

iteration it will affect the 

classifier efficiency. 

 A lot of details on 

convergence can not be 
given. 

Generative 

models 

 They will make strong 

model forecasts that are 

similar to solutions. 

 Awareness of data 

structures or issues may be 

given 

 They are not suitable for 

classification issues. 

 If there is a limited volume of 

labeled data, they have 

challenges matching labeled 

and unlabeled data. 

 Unlabeled data will harm the 

detection of models 

Graph- 

based 

methods 

 It is built on a 

mathematical structure. 

 It's going to work better if 

the graph matches. 

 It can be extended to 

graphs targeted. 

 If the graph doesn't fit, it will 

generate the worst output. 

 The production is vulnerable 

to the structure and edge of 

the graph. 

Margin 
based 

methods 

 Extremely validated.  The optimization of local 

optimum can be problematic 

Clustering approach Partitioning 

methods 

 Relatively scalable and 

simple to implement. 

 If the variables are big, 

then K-Means is 

computationally faster 

most of the time than 

hierarchical methods of 
clustering. 

 Severe effectiveness in high 

dimensional spaces.

 Descriptors of weak clusters.

 Predicting the K value is 
complicated.
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    All partitioning methods does 

not work well with global 
clusters. 

Hierarchical 

methods 

 No need to define the 

number of cluster in 

advance. 
 Good results 

 Lack of the interpretability 

regarding the cluster. 
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Abstract— Permanent magnet synchronous generator 
(PMSG) based wind power generations has been emerged as a 
useful technology for wind power harvesting. However, due to 
the intermittency of the wind speed, there is a need of smart 
maximum power point tracking (MPPT) controller that 
estimates the maximum power and tracks reference angular 
speed at the shaft. This work proposes a novel approach by 
integrating Adaptive Neuro Fuzzy Inference System (ANFIS)–
based wind turbine model with PMSG system. The designed 
ANFIS model predicted the maximum power at any given wind 
speed and at the same time generated an optimal reference shaft 
speed and mechanical torque. The PMSG model was 
implemented in speed control method where the proportional 
integral (PI) controller was provided with feedback error signal 
of the reference shaft speed from ANFIS model and PMSG 
output rotor speed. The performance of the ANFIS based 
PMSG model was investigated by subjecting to a range of wind 
speed from 4 to 13 m/s, where the mechanical power was traced 
with less than 0.0025% error limit. The PMSG rotor showed 
prompt response and achieved the reference speed within 10 ms.  
A test case was conducted by using the field dataset for wind 
speed recorded at 80 meters height in Hafar Al-Batin, KSA to 
explore the potential for wind power generation. This approach 
was found to be robust with less than 0.27% error for a real time 
data, hence both the mechanical power and reference angular 
PMSG speed were effectively tacked, and its accuracy was 
validated theoretically. Such intelligent control systems will 
facilitate planning on the smooth and sustainable 
transformation of renewable energy to total energy mix of the 
Kingdom as per “Vision 2030”.  

Keywords— Wind turbine, Maximum Power Point (MPP), 
Adaptive Neuro Fuzzy Inference System, PMSG, Validation  

I. INTRODUCTION 

One of the abundant RE resource available in GCC region 
is wind energy [1-3]. The concept of extraction of wind power 
started in 19th century and had grown immensely to generate 
several GW of electricity today. Over this period the 
technology has improved significantly in terms of efficiency, 
reliability, cost, and performance [4-7]. The fixed speed or 
variable speed wind turbine are widely available 
configurations in wind turbine. As the wind is naturally but 
the intermittent available source, it is extremely important to 
have a stable generation from the wind turbine when it comes 
to integration with grid or feeding the energy demand. The 
wind turbine operates in a specific range of wind speeds 
bounded cut-in and cut-out speed. The system shutdowns for 

any other wind speed to protect the generator and the turbine. 
Power generation by the wind turbine is affected by the wind 
speed, the turbine rotor size, blade swept area, tip speed ratio, 
and rotor speed. This leaves a challenge in estimating the 
maximum power attained by the turbine [8-9]. Many kinds of 
variable speed wind turbine generator were employed for 
wind turbines. Doubly fed induction generators (DFIGs) and 
permanent magnet synchronous generators (PMSG) had 
emerged as a useful technology [10]. Variable speed wind 
turbine generators fed by PMSG are preferred due to its better 
efficiency and good power quality [9]. There are many control 
strategies for output maximization of a PMSG-based small-
scale wind turbine [11]. Different controls were reported in 
literature, such as, maximum power point tracking (MPPT) 
controller,  pitch angle controller, grid side inverter controller, 
etc. [10,12]. As wind power harvesting is increasing all over 
the globe, many control strategies for  MPPT had evolved 
[13]. Many techniques were reported in literature for MPPT 
algorithms, to name a few are optimal torque (OT) control,  
power signal feedback (PSF) control, tip speed ratio (TSR) 
control, etc. [14-15]. TSR is simple, where the optimum tip 
speed ratio is determined by achieving the maximum power 
coefficient. However, this method is not suitable for precise 
measurements and increases the cost of the system. OT and 
PSF controls are simple and fast, with low efficiency than TSR 
control method.  The hill climb method is also known as P&O, 
a widely used MPPT technique for wind power estimation as 
it does not need field test. The algorithm is also independent 
of turbine characteristics. However, because of the slow 
response of the wind energy conversion system (WECS) 
caused by large inertia, it is not suitable for MPPT control 
[16]. Abo-Khalil and Lee [17] proposed MPPT control of 
wind energy system by estimating the wind speed based on 
support vector regression. The technique found to be effective 
with less than 3.3% error. Han and co-workers demonstrated 
a method of speed control for wind turbine PMSG driven by a 
DC motor [18]. However, MPP was estimated only for small 
range of wind speed between 5-8 m/s. Intelligent techniques 
are developed with higher accuracy like fuzzy logic and neural 
networks (NN), that can estimate MPPT in WECS. It was 
reported that fuzzy logic enhanced the performance of the 
parameters, although it is more expensive and not that 
accurate in estimating wind speed [19]. On the other hand, 
artificial neural network (ANN) was employed to estimate 
wind speed and power efficiently [19]. 
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This work introduces a novel intelligent ANFIS-based 
approach for tracking maximum power in wind energy system 
with PMSG. The key contribution of this research is the 
implementation of speed control method for PMSG system 
along with the developed ANFIS-based wind turbine model 
that achieves maximum mechanical power from the wind 
turbine and generates a reference angular shaft speed for 
driving the PMSG rotor at the same time. The PMSG system 
operates in the speed control loop where the PI controller is 
fed with the error signal from the difference of the reference 
speed generated by ANFIS wind turbine model and the PMSG 
output rotor speed. The performance of the control system has 
been investigated for various wind speed ranging from 4 to 13 
m/s and were found to be very effective in estimating the 
mechanical power, mechanical torque and angular shaft speed 
and thereby following variation in wind speed. The 
mechanical power was achieved with an error as low as 
0.0025%. Moreover, fast response of the designed control 
approach was observed and the PMSG rotor achieved the 
reference speed in less than 10ms. A case study for a real time 
dataset for wind speed recorded in the Eastern province (i.e. 
Hafar Al-Batin, 28.268806° N, 44.203111° E) of KSA was 
performed to determine the potential for wind energy 
harvesting. The proposed ANFIS-based control system for 
wind turbine was found to be robust for a real time field wind 
data with an acceptable error limit that was less than 0.27%. 
To the extent, the angular speed and the mechanical power 
generated from the ANFIS -based wind turbine model (that 
drives the PMSG rotor) effectively tracked the theoretically 
estimated angular speed at maximum power. Such ANFIS-
based strategy for tracking maximum power in wind energy 
system has been expected to be very potential in wind energy 
harvesting particularly in KSA regions. 

II. KEY ELEMENTS AND TERMINOLOGIES 

A. Wind energy conversion system 

It is well-known that in wind energy harvesting, kinetic 
energy is converted to useful power. However, the mechanical 
power of turbine is non-linear in nature due to intermittence 
wind speed as shown in Fig. 1. The dotted red line therein 
shows the optimal power line for each individual scenario. 
This maximum power varies with  the  operating  speed  of  
the  rotor. As the rotor speed is sensitive to wind speed, this 
maximum power point keeps changing [20-21]. Therefore, the 
MPPT controller is a crucial element to track maximum power 

from any wind speed connected to such wind energy 
conversion system. 

B. ANFIS for wind turbine 

In ANFIS, fuzzy rules and membership function are used 
and hence ANFIS-based controllers convert heuristic and 
linguistic rules into numbers. Therefore, advantages of neural 
network and fuzzy logic are achieved   in ANFIS-based 
system.  ANFIS-based  MPPT  controller  has been known to 

be efficient and  robust [22-24].  ANFIS system is known as a 
Sugeno type fuzzy model. The model works in such a way that 
within the framework of an adaptive system, it develops 
adaption and capability to learning itself. Therefore, the model 
becomes matured and efficient in time within the box. 

C. PMSG model for wind turbine 

The fundamental of PMSG has been depicted in Fig. 2 as 
well. As the turbine shaft is connected to PMSG rotor shaft by 
means of a gearbox, therefore the torque generated at the shaft 
near the PMSG rotor need to be specific at specific operating 
speed [25-27]. The PMSG is driven by the gear shaft, as the 
entire dynamic model is implemented in dq-frame. As was 
demonstrated in ref. [28], the PMSG synchronous electrical 
model can be derives as per Eq. (1), Eq. (2) and Eq. (3). 
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Where V��, V��, I�� and I�� are the d-q axis stator voltages 

and currents, respectively. L�� and L�� are the inductances of 
the generator. P is the number of poles, ψ�  is the permanent 
flux, stator resistance is represented as R��  and ω�  is the 
generator’s electrical angular frequency. T�  is the 
electromagnetic torque. The PMSG is connected to current 
control pulse width modulation (PWM) inverter. 

D. MPPT for wind turbine 

Maximum power at any given wind speed will be achieved 
when the maximum power coefficient is achieved at the 
optimum tip speed ratio. Maximum power coefficient (�����) 
will be achieved at optimum tip speed ratio (����)  and the 
blade pitch angle (β) is set to zero [12]. The maximum power 
coefficient  (�����) is achieved when the blade pith angle is 
at zero and tip speed ratio is at optimal point  (����) [12]. Fig. 

 

Fig. 1. Relationship between turbine mechanical power 
and speed at different operating wind speed. 

 

Fig. 2. PMSG-based WECS configuration supported by 
ANFIS-based MPPT controller. 
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3 shows ANFIS-based MPPT control of such PMSG-based 
wind turbine system.  

Therefore, the maximum power (���� ) at any given wind 
speed is defined in Eq. (4) and the optimum turbine speed 
(����) at which the maximum power is achieved is also can 
be defined as Eq. (5). 

���� =  
�

�
����

� �����(�, �)       (4) 

���� =
���� ��

�
             (5) 

III. RESULTS AND DISCUSSION 

Based on the control strategy implemented as described in 
the previous section, simulation was performed to investigate 
the performance of ANFIS-based PMSG controller for the 
wind energy system The ANFIS- based MPPT methods was 
tested under varying input wind speed. This method 
successfully estimated the maximum power for each sample 
of wind speed. Fig. 4 and Fig. 5 show ANFIS-based estimated 
mechanical power that followed exactly the similar pattern of 
actual calculated mechanical power being affected with 
respect to wind speed. The error between the ANFIS-based 
estimated mechanical power and the actual power is less than 
0.0025 %. 

 

To study and confirm the robustness of the proposed 
control system, the designed model was subjected to real time 
dataset of Eastern province (i.e. Hafar Al-Batin, 28.268806° 
N, 44.203111° E), KSA. Monthly averaged wind speed for a 
year recorded at 80 meters height was used to quantify the 
performance of the designed control system under real 
conditions. The dataset was used as obtained from renewable 
resource atlas, King Abdullah city for Atomic and Renewable 
Energy (K.A.CARE). Fig. 4 shows the distribution of monthly 
averaged wind speed for twelve months in a year at 80 meters 
height in Hafar Al-Batin. The proposed ANFIS-based control 
for wind turbine model was simulated with the monthly 
averaged real wind speed data of twelve (12) months. It was 

observed that the mechanical power of the ANFIS-based wind 
turbine model followed and tracked effectively the theoretical 
and estimated maximum power as shown in Fig. 4 and Fig. 5. 

The theoretical maximum power was calculated by using 
Eq. (4) and Eq. (5), whereas the optimum tip speed ratio was 
selected as 6.5 (���� = 6.5)  and pitch angle ( � = 0)  and 
maximum power coefficient ( ����� ) was calculated to be 
0.4818. The table in appendix shows wind turbine parameters 
used in calculating the maximum power generated from 
ANFIS model and theoretical and estimated power at given 
wind speed data of Hafar Al-Batin. Further details will be 
demonstrated in presentation as well as in revised manuscript. 

Table 1: Maximum power generated from ANFIS model 
and Theoretical calculated power at given wind speed of Hafar 
Al-Batin. 

Month 
Wind 
speed 
(m/s) 

Theoretical 
calculated 
Maximum 

power 
(MW) 

Mechanical 
power 

generated 
from 

designed 
ANFIS 

model (MW) 

Error 
(%) 

Jan 7.30 0.5071 0.5084 0.26 

Feb 8.01 0.6699 0.6699 0.00 

Mar 7.80 0.6186 0.6192 0.10 

Apr 8.25 0.7320 0.7312 0.11 

May 7.03 0.4529 0.4538 0.20 

Jun 9.23 1.0251 1.0249 0.02 

Jul 8.83 0.8975 0.8962 0.14 

Aug 8.27 0.7373 0.7365 0.11 

Sep 6.96 0.4395 0.4403 0.18 

Oct 6.91 0.4301 0.4307 0.14 

Nov 6.29 0.3244 0.3234 0.31 

Dec 7.01 0.4490 0.4499 0.20 

 

IV. CONCLUSION 

This paper presents an intelligent control strategy for wind 
turbine integrated with PMSG system. The ANFIS-based 

 

Fig. 3. ANFIS-based MPPT controller for PMSG-based wind 
system. 

 

Fig. 4. Mechanical power generated from ANFIS-based Wind 
turbine model and theoretically calculated mechanical power 
under real input wind speed for Hafar Al-Batin. 

 

Fig. 5. PMSG angular speed generated from designed ANFIS 
model tracking the reference PMSG speed to generate 
maximum power at Hafar Al-Batin. 
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wind turbine model was designed and integrated with PMSG 
system. The ANFIS-based model was trained for a wide range 
of wind speed ranging from 3 to 19.4 m/s. The model was 
found to track successfully the maximum power and generate 
reference shaft angular speed to drive the rotor of PMSG at 
any given input windspeed. This reference speed drove the 
PMSG rotor that operated in speed control loop. The PI 
controller was fed back with the error difference of the PMSG 
output rotor speed and the reference shaft speed generated 
from ANFIS model. The approach was tested with fluctuating 
random wind speed and the mechanical torque, angular speed 
and power was observed to follow the pattern of the wind sped 
variations with an error limit of 0.0025%. The robustness of 
the proposed model was also investigated for a city as a test 
case in the Eastern province (Hafar Al-Batin, 28.268806° N, 
44.203111° E) of KSA with a real time wind speed dataset 
recoded at 80 meters height. The maximum power and the 
reference speed were effectively tracked by the ANFIS-based 
wind turbine PMSG model and the accuracy was validated 
theoretically with an acceptable error as low as 0.27% and the 
approach depicts the potential of wind power generation in 
KSA region. the method was found to be robust as the 
controllers effectively track the variation in wind speed and 
the PMSG rotor operates at the reference speed generated by 
the controller. Such intelligent control systems will facilitate 
planning on the smooth and sustainable transformation of 
renewable energy to total energy mix of the Kingdom. 
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APENDIX 

Wind Turbine Parameters 

Wind speed range (��) 3 to 19.4 m/s 

Blade pitch angle (β) 0 

Tip speed ratio (λ) 0.1~14 

Radius of the wind turbine rotor (R) 37.5 m 

Air density (�) 1.225 kg/m� 

Maximum power coefficient (�����) 0.4818 

Optimum tip speed ratio (����)   6.5 

Maximum power (���� ) @ 19.4 m/s 9.5 MW 

Gear ratio 75 

PMSG parameters 

Stator phase resistance (���) 2.875 Ω 

Armature inductance (H) 0.00153 

Simulation Parameters 

Operating wind speed 4-13 m/s 

Sampling time 2 μs. 
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Abstract— Advances in genomics in recent years have 

greatly increased our knowledge of the genetic structure of the 

Alzheimer's disease. The identification of genetic variants affect 

Alzheimer is quite importance for early diagnosis of this disease. 

In this study, a method for the recognition of Alzheimer's 

disease from DNA sequences using capsule networks is 

proposed. In the proposed approach, DNA sequences are 

digitized by Entropy-based and EIIP techniques, and then the 

obtained digital signals are divided into 100-unit sections by 

sliding window method. Signal fragments belonging to 

Alzheimer's and healthy individuals were classified by capsule 

networks. We have achieved classification accuracy rate of 

97.47% using Capsule Networks from the data that was 

digitized by the entropy-based technique. 

Keywords—Alzheimer, DNA sequence, deep learning, capsule 

networks 

I. INTRODUCTION 

Alzheimer's disease (AD) is a complex neurological disease 

caused by the interaction between genes. Although there is no 

new disease, the number of patients is increasing day by day 

[1]. In this disease, which is caused by genetic disorders, a 

severe impairment occurs in memory, learning, speaking, 

understanding, and reasoning, hence it can negatively affect 

our daily life [2,3]. AD usually manifests itself initially with 

deficiencies in short-term memory formation, spatial 

orientation, problems in additional cognitive functions such as 

word-finding, reasoning, and problem-solving [4,5]. Early 

diagnosis is very important to understand the genetic structure 

of Alzheimer's disease, to find the mechanism of occurrence 

of this disease, and to determine new drug targets. Wei et al 

have found that the APP gene is a marker in the diagnosis of 

Alzheimer's disease, both in the blood and in the brain [6]. Raj 

et al. have created a database that consists of a comprehensive 

list of Alzheimer's genes, their associated classes, positive and 

negative states. The data set called Gold can be used in 

machine learning algorithms [7]. Chihyun et al. present a new 

prediction model based on deep learning that predicts 

Alzheimer's disease. They used 5-fold cross-validation for the 

performance of the system and achieved an average training 

accuracy of 88.6% [8]. Rangaswamy et al have developed a 

machine learning-based model for the prediction of 

Alzheimer's-associated variants. They achieved 81% and 0.89 

AUROC accuracy with 10-fold cross-validation [9]. Shao et 

al. present an integrated model for the diagnosis of 

Alzheimer's disease from multidimensional genomic data. 

They have identified genomic markers for AD disease [10]. 

Bringas et al. propose an approach that determines the stage 

of Alzheimer's disease by developing a model based on deep 

learning. They achieved an accuracy of 90.91% and an F1 

score of 0.897 using the proposed convolutional neural 

networks [11]. In this study, an experiment has conducted to 

diagnose Alzheimer's disease from DNA sequences using 

capsule networks. For this study, analog DNA sequences have 

digitized with Entropy-based and EIIP techniques, and the 

obtained digital signals were divided into 100 units by the 

sliding window method. These separated signal fragments and 

classified as Alzheimer's patients and healthy individuals by 

capsule networks. A performance of 97.47% has been 

obtained as a result of the classification by capsule networks 

from DNA signals digitized with the Entropy-based 

technique. 

 

II. MATERIAL AND METHOD 

In this section, information about the data set, data 
preprocessing and capsule networks used in the experimental 
study for the detection of Alzheimer’s is presented. 

A. Dataset 

For this application, the fasta files with accession: 
AF293341AF293341.1 source: Homosapiens for Alzheimer 
data group and accession: NM_001300741source: 
Homosapiens for the healthy data group were used [12]. 

B. Numerical Mapping Techniques 

DNA analog signals must be converted into digital signals 
to be used in signal processing, image processing or 
classification applications. There are many numerical 
mapping techniques in the literature that can be used in this 
conversion process. In this study, EIIP (Electron-Ion 
Interaction Pseudo Potential) and Entropy based digital 
mapping technique are used. 

1) Entropy-based Numerical Technique  

It has proven that the entropy is quite useful for providing key 

insights in genetic evolution [13,14]. Shannon entropy gives 

very good results in measuring regular and irregular DNA 

sequences. [15]. In this technique, fractional Shannon 

equation, which is a fractional derivative of Shannon entropy, 

is used [16]. The formulas used in digitization are shown in 

(1) and (2) [17,18]. 

 
Sf=-∑ [(-p(xi))

∝ip(xii ) log (p(xi )]   (1) 

αi=
1

log (p(xi))
     (2) 

The 𝑝(𝑥𝑖)   value shown in Equation 1 represents the 
repetition frequency of codons (AGG, TAC, TTC, CCG…) in 
a DNA sequence. Instead of a constant value, the 𝛼𝑖 value is 
calculated adaptively directly from the genome sequence data. 
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Here, it is aimed to establish a linear relationship between 
𝑝(𝑥𝑖) and 𝛼𝑖. 

2) EIIP Numerical Technique 
This technique is one of the techniques frequently used in the 
literature. Each base in the DNA sequence is matched to the 
half-valence number of EIIP. The bases are given values of A 
= 0.1260, T = 0.1335, G = 0.0806, C = 0.1340, respectively 
[19,20].  

C. Capsule Networks 

CNNs are very successful in image / object classification. 
One of the shortcomings of CNNs is that they cannot reveal 
the relationship between parts of the object in the image. 
Capsule networks have been proposed to overcome this 
deficiency [21,22]. Capsule networks are structures made up 
of many neurons. CNN's output is a scalar value. The output 
of the capsule networks is vectorial. CNNs use a scalar input 
activation function such as ReLU, Sigmoid, and a vector 
activation function called squashing in capsule networks (Eq. 
3) [21,22]. 

vj=
‖sj‖

2

1+‖sj‖
2

 
sj

‖sj‖
 

                                                                         
(3) 

In the equation, 𝑠𝑗 represents the capsule input and 𝑣𝑗 
represents the capsule's output vector [21,23]. In capsule 
networks, the margin loss in (4) is used. 

 

Lk=Tk max(0, 𝑚+ − ‖𝑣𝑘‖)2 +λ(1-Tk) max(0, ‖𝑣𝑘‖ − 𝑚−)2 (4) 

  

If there is no k class here, Tk = 0, if there is Tk = 1 and m+ 
= 0.9 and m− = 0.1. The length of the calculated vectors shows 

the probability that the object in the image will be found in 
that part. [22,23]. The capsule network structure used in the 
study is shown in Fig. 1. 

 

 

Fig. 1. Capsule network structure for classifying of DNA signals 

 

III. EXPERIMENTAL RESULTS 

In the study, DNA gene sequencing data of 1818 bases 
long Alzheimer's and healthy individuals were used. DNA 
gene sequences belonging to both groups were digitized by 
EIIP and Entropy based digital mapping method. Digitized 
gene sequences were divided into 100 units by sliding window 
method. 1718 signal fragments were obtained for both groups. 
The pieces obtained were used to feed the capsule net. In 
addition, k-fold cross validation method was used to 
accurately evaluate the performance of the system. The k 
value was chosen as 10. The results of the classification 
processes performed with capsule networks are shown in Fig. 
2. 
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Fig. 2. Accuracy and loss graphs obtained from entropy-based (a, b) and EIIP digital mapping (c, d) 
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In Table 1 and Table 2, the accuracy, precision, sensitivity, 
specificity and F1-score values and the averages of these 
values obtained by 10-fold cross-validation of classification of 
Alzheimer's and healthy individuals with capsule networks are 
given. 

TABLE I. CLASSIFICATION RESULTS OF ALZHEIMER'S DATA DIGITIZED BY 

EIIP 

Fold Acc (%) Pre (%) Sen (%) Spe (%) F1-score 

1 81.98 74.34 97.67 66.28 84.42 

2 85.17 80.40 93.02 77.33 86.25 
3 81.40 74.11 96.51 66.28 83.84 

4 84.30 87.82 79.65 88.95 83.54 

5 88.66 85.19 93.60 83.72 89.20 
6 86.92 85.08 89.53 84.30 87.25 

7 85.17 81.68 90.70 79.65 85.95 

8 81.40 84.18 77.33 85.47 80.61 
9 79.24 93.86 62.57 95.91 75.09 

10 84.50 78.10 95.91 73.10 86.09 
Mean 

± SD 
83.87±2.71 82.47±5.79 87.65±10.60 80.10±9.09 84.22±3.76 

 

The best classification accuracy was achieved by using 
entropy based numerical mapping method. While the data 
digitized with the entropy-based technique was classified with 
97.47% accuracy in Capsule Networks, the accuracy remained 

at 83.87% when the EIIP-based technique was used. 
According to the results, entropy based digital mapping 
technique provides a better classification result than EIIP. 

TABLE II. CLASSIFICATION RESULTS OF ALZHEIMER'S DATA DIGITIZED WITH 

ENTROPY TECHNIQUE 

Fold Acc (%) Pre (%) Sen (%) Spe (%) F1-score 

1 98.55 97.18 100.00 97.09 98.57 

2 97.67 100.00 95.35 100.00 97.62 
3 99.42 100.00 98.84 100.00 99.42 

4 99.42 99.42 99.42 99.42 99.42 

5 98.26 96.63 100.00 96.51 98.29 
6 91.57 85.57 100.00 83.14 92.23 

7 98.26 96.63 100.00 96.51 98.29 

8 98.55 100.00 97.09 100.00 98.53 
9 100.00 100.00 100.00 100.00 100.00 

10 92.98 87.69 100.00 85.96 93.44 
      

Mean 

± SD 
97.47±2.69 96.31±5.04 99.07±1.52 95.86±5.85 97.58±2.47 

 

This is because the entropy-based digital mapping technique 
deepens the rates of discrimination between different species. 
In addition, this technique reflects the complex structure of 
DNA sequences much better. Confusion matrix is given in 
Fig. 3 to see the statistical success of the proposed method. 

 

 

Fig. 3. Confusion matrix. (Right) EIIP (Left) entropy based mapping technique 

 

As seen in Fig. 3, Entropy-based mapping technique 
correctly identified 1647 of 1718 signal segments, while EIIP 
defined 1376 segments correctly. In addition, while the 
entropy technique incorrectly classified only 16 of the gene 
sequences belonging to normal individuals, the EIIP technique 
incorrectly classified 212 data pieces. 

In this study, an application has been carried out for the 
classification of DNA sequences, which are digitized by two 
different techniques, by capsule networks. There are some 
studies on classification of DNA and RNA sequences with 
capsule networks and discovery of disease-related genes. 
Table 3 shows the results of studies using capsule networks in 
genomic studies. As seen in Table 3, capsule models were 
applied to different data sets and different performance results 
were obtained. As seen in Table 3, the proposed method 
achieves a better result than performances in other studies for 
the recognition of Alzheimer's disease. The proposed method 
achieved an accuracy performance of 97.47% by using 
capsule networks to identify Alzheimer's disease from DNA 
sequences. 

TABLE III. PREVIOUS WORKS ON DNA SEQUENCES USING CAPSULE 

NETWORKS 

Author Method Data Acc (%) 

De Jesus et al. [24] Capsule Net HRAS, KRAS protein 94.00 

Peng et al. [25] CapsNetMMD Breast cancer DNA gene 94.60 

Wang et al. [26] scCapsNet RNA sequences 96.00 
Proposed method 1-D Capsule Net Alzeimer DNA gene 97.47 

IV. CONCLUSION 

In this study, a method for detecting Alzheimer's disease 
from DNA signals using capsule networks is proposed. In this 
proposed approach, Entropy based mapping technique and 
EIIP technique are used for digitizing DNA sequences. The 
digitized signals were divided into parts and each section was 
classified with capsule networks and high classification 
performance was obtained. With the method used in future 
studies, a study is planned to detect genetic diseases different 
from DNA sequences. It is also aimed to use different deep 
learning architectures for different data sets. 
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Abstract—In this study, the design and implementation of an 

8-joint, autonomous snake-like robot with Central Pattern 

Generator (CPG) based motion control are presented. The 

implementation of the robot is based on a biomimetic structure. 

The robot prototype consists of three main parts as a head 

including infrared sensors, an 8-joint body propulsion 

mechanism, and a passive tail connected to the last link. All parts 

of the robot are designed in a SolidWorks environment and 

produced with three-dimensional (3D) printing technology. In 

order to perform snake-like rhythmic, stable, oscillatory, and 

robust locomotion patterns, a biomimetic motion control 

structure based on Amplitude-Controlled Phase Oscillators 

(ACPOs) is designed. The designed structure is constructed with 

a bidirectional chain network topology. In 2D space, S-shape and 

C-shape motion patterns are performed to analyze the robot 

prototype. The experimental results show that the constructed 

network provides effective and smooth motion performances and 

the designed robot can perform basic snake-like motion patterns. 

Keywords—snake-like robot, biomimetic robots, amplitude-

controlled phase oscillator, motion control 

I. INTRODUCTION  

Biomimetic systems are an engineering technology that 
enables motions to take place in the robotic field by 
observing the living forms in nature and by comparing the 
real-life mobility of these forms. Robotic systems, inspired 
by nature, are used in many areas such as artificial 
intelligence, search-rescue, exploration-observation, military, 
and surgery. Robotic designs have gained mobility with hints 
taken from the muscles, spinal cords, and joints of the living 
models in nature [1-3]. Snake robots are examples of the 
appropriate designs of these systems and have become a very 
popular topic with their high mobility. Snake robots can be 
used in places that people cannot reach. Their flexible 
mobility enables these robots to move across flat and sloping 
terrains, underwater, water surface, and in complex 
environments. Due to their very large number of Degrees of 
Freedom (DoF), it is very difficult to control their motion. 
The Central Pattern Generators (CPGs) can be a suitable 
solution for the motion control of snake-like robots. This 
solution method takes an important place in the formation 
and coordination of locomotion and also rhythmic patterns 
such as headway, crawling, swimming, and climbing can be 
generated [4-8]. 

CPGs are the biological neural networks that generate 
rhythmic and oscillatory behaviors and exists in the spinal 
cords. These networks provide multiple link control by 

synaptic connections. CPG-based locomotion control has 
three main advantages: (i) output signals are stable and 
exhibit limit cycles; (ii) they can control the robot motion 
without the need for a complex dynamic model; (iii) closed 
loop sensory feedback structure can be easily adapted [9,10]. 

In the literature, various models of CPGs have been used 
for the motion control of snake-like robots. Transeth et al. 
[11] offered a mathematical model for the snake robot 
obstacle-aided locomotion. The framework of nonlinear 
dynamics and convex analysis were given to systematically 
and accurately add isotropic friction forces using both 
unilateral contact forces (obstacles) and Coulomb's 
coordinated force laws. A comparison between numerical 
results and experimental studies were also presented. Nor 
and Ma [9] introduced a simplified CPG structure that can 
produce rhythmic snake patterns. the designed CPG network 
was constructed with a unidirectional Amplitude-Controlled 
Phase Oscillator (APCO) to control the harmonic motions. 
The forward and backward motions were controlled with a 
single parameter. The proposed CPG network provided a 
simple structure that exhibits less complex, less 
mathematical computation, fast convergence speed, and 
boundary loop behavior. In another study, a unidirectional 
ACPO network was designed and obstacle-avoidance control 
was performed. The phase transition method was used to 
obtain a smooth body shape transition and a continuous 
angle capable of adapting to the environment. The proposed 
method was tested in a simulation environment [10]. 
Nakajima et al. [12] a wheeled simultaneous controlled 
snake-like robot. the trajectory tracking was performed and 
three-dimensional (3D) motion performance was analyzed. 
Wang et al. [13] constructed a Hopf oscillator model and 
analyzed various network topologies. In the experiments, 
forward and backward motion control were presented. 
Takemori et al. [14] developed a snake robot by connecting 
curve segments. The experiments were performed on a pipe 
and a debris field. Yin et al. [15] proposed an adaptive robust 
control method for a soft robotic snake with a smooth-zone 
approach. In the simulations, the proposed method was also 
proved. Omisore et al. [16] analyzed a deeply-learned 
damped least-squares method for the inverse kinematics of 
snake-like robots. For fast control and singularity avoidance, 
a deep network was designed and the unique damping factor 
required for each target point of the robot motion space was 
predicted. These studies can be shown that the snake-like 
robotic designs and their locomotion control strategies are 
still in need of further researches. 

The aim of this study is to design and implement an 8-
joint, autonomous, biomimetic snake-like robot with a CPG-

This work was funded by a research grant from Firat University 
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based locomotion control framework. The designed 
prototype consists of three main parts as a rigid head 
including infrared sensors, an 8-joint body propulsion 
mechanism, and a passive tail connected to the last link. All 
of the parts are designed as a modular structure in a 
SolidWorks environment and produced with 3D printing 
technology. The CPG network is constructed with ACPO-
based bidirectional chain network topology. In 2D space, S-
type and C-type motions are performed to analyze the 
locomotion performance of the robot. The experimental 
results show that the constructed CPG network generates 
smooth motion patterns and the designed robot can perform 
basic snake-like motions. 

The rest of this paper is organized as follows: Section 2 
presents the design and implementation of the snake-like 
robot prototype. Section 3 describes the network structure, 
mathematical model of the network and topology type. The 
experimental results of the control method are given in 
Section 4. Finally, conclusions are given in Section 5. 

II. SNAKE-LIKE ROBOT PROTOTPYE 

A.  Design Procedure 

In order to imitate a real snake, a biomimetic robot 
prototype is designed and implemented with an 8-joint body 
propulsion mechanism actuated by RC servo motors. In the 
studies, the number of joints of snake robots varies according 
to the environment to which the robot is adapted. The reason 
why the robot is designed with 8 joints is that real snakes can 
be imitated with a better performance with at least 8 joints 
according to the results obtained with different experiments 
[4-7]. The snake robot is modeled in 3D and designed in 
SolidWorks environment. The details of the robot with 
modular parts are given in Fig. 1 (a). Fig. 1 (b) shows the 
configuration of the planar structure when all joints are at the 
central positions. Center of Gravity (CoG) represents the 
motion according to the Earth-fixed plane. It consists of a 
rigid head, propulsive body, and a tail. All of the parts are 
connected to each other and developed with a modular and 
serial structure. The propulsive parts give the motion pattern 
shape to the robot and generate the propulsion force. There 
are ±80˚ motor angle ranges between the joints. The 
designed body components of the robot are given in Fig. 2. 
All parts are drawn according to the servo motor dimensions. 

 
(a) 

 
(b) 

Fig. 1. The design procedure; (a) SolidWorks design of the snake robot, 

(b) planar configuration of the links 

   

(a) (b) (c) 

  

(d) (e) 

Fig. 2. The designed body components; (a) motor assembly component, 

(b) outer skin component, (c) head/tail and joint connection, (d) head and 
tail parts, (e) sensors packet 

The motor assembly component is designed for mounting 
the both servo motor and motor shaft. Considering the outer 
skins, the joint bodies are formed. Head and tail connections 
are attached to the hinge joints with their body parts. The 
connections of the motors pass through the cable channels 
located in the outer skins. The sensor packets are mounted on 
the head and tail parts. These parts are designed for the 
vertically placed three infrared sensors. Each joint is 
connected to the next link and this structure composes a 
serial chain link mechanism. The position of the front sensor 
is placed in the same direction on the x-axis and the left and 
right sensors are located ±45˚ intervals from the front sensor. 
It is noted that the sensor packet is mounted to only the head 
module. The control unit and the other electronic parts are 
located and centered on the rigid head. The width of the 
interior head is designed according to the size of these parts. 
Fig. 3 presents the general view of the head component and 
motor assembly component with a servo motor. The 
assembly and distribution of all components on the prototype 
are carefully realized to provide the balancing of the CoG 
point. Therefore, the designed snake-like robot can be as 
compact as possible. 

 
(a) 

 
(b) 

Fig. 3. General view of the components; (a)  head component, (b) servo 

motor connection 
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B. Implementation of the Prototype 

Based on the designed procedure, the snake robot 
prototype is implemented. In the production process, 3D 
designs of the components are transferred to the Simplify3D 
printing program in the STL file formats. The voxel formats 
are composed and print settings are configured. Then, the 
prepared parts are converted to G codes and the production 
phase is performed with a Prusa i3 3D printer. For 
production, 1.755 mm gray Poly Lactic Acid (PLA) filament 
is used as the raw material of the printer. The assembly of the 
parts is carried out with metric-3 bolts. All motor 
components are connected as a serial link as shown in Fig. 4 
(a). The connected sensors to the head are given in Fig. 4 (b). 

The developed snake robot prototype is presented in Fig. 
5. The electronic system of the robot includes integrated 
hardware and software. The propulsion mechanism is 
actuated with 8 RC servo motors. An 11.1 V power supply is 
used for the power generation. In order to detect the 
obstacles, three Sharp GP2Y0A21 infrared sensors are 
connected to the front head module. The measurement range 
of the sensors is 10-80 cm. There is a 32 bit 180 MHz ARM 
Cortex M4 microprocessor for the control unit. It has 256 
KB RAM and 1 MB flash memory. The servo motors are 
driven with PWM signals. The control unit performs the 
rhythmic and simultaneous motions with the control 
algorithm and evaluates the sensor data received from ADC 
inputs. The prototype is approximately 980 mm long and 80 
mm in diameter. The total mass is also approximately 2.8 kg. 

  

(a) (b) 

Fig. 4. Implementation of the robot parts; (a) serial servo motor 

connection, (b) connected infrared sensors 

 

 
(a) 

 
(b) 

Fig. 5. The developed snake robot prototype; (a) all joints are at the 

central position, (b) an example photo of the S-shape 

III. CONTROL METHOD 

There are many methods for controlling robots according 
to system requirements. The locomotion control of snake-
like robots and synchronous gait planning is a difficult task 
due to their multi-connected body structures. At this point, 
simultaneous motions are necessary and the gait sequences 
should not be affected by external disturbances. One of the 
control methods that can be applied for biomimetic systems 
is CPG. CPGs are found in many vertebrates and can be 
modeled as a locomotion controller. In addition, these 
models do not need any dynamic model of the system unlike 
conventional controllers. By imitating the spinal cord, the 
CPG-based locomotion controller provides rhythmic and 
stable outputs.  

A simple and effective CPG model is ACPO. Kuramoto 
oscillator-based ACPOs can produce rhythmic outputs 
against external disturbances through their features and limit 
cycle behaviors [3,17]. This oscillator type is also based on 
coupled oscillators like neural networks in animals and is 
given by: 

 ∅̇𝑖 = 𝜔𝑖 + ∑ (𝜇𝑖𝑗𝑟𝑗 sin(∅𝑗 − ∅𝑖 − 𝜑𝑖𝑗))
𝑁

𝑗
 (1) 

 r̈i = ar ( 
ar

4
 (Ri − ri) − ṙi ) (2) 

 �̈�𝑖 = 𝑎𝑥 ( 
𝑎𝑥

4
 (𝑋𝑖 − 𝑥𝑖) − �̇�𝑖  )      (3) 

 𝜃𝑖 =  𝑥𝑖 + 𝑟𝑖 cos(∅𝑖) (4) 

Where ∅𝑖 , 𝑟𝑖 , and 𝑥𝑖 are the state variables that determine 
the phase, amplitude, and offset of the oscillation, 
respectively. 𝑅𝑖 , 𝑋𝑖 ,  and 𝑤𝑖 are the desired amplitude, bias, 
and frequency, respectively. N is the number of oscillators 
with ith and jth oscillators. 𝑎𝑟  and 𝑎𝑥  are the positive 
convergence speed constants. The oscillator outputs are 
expressed as 𝜃𝑖. The parameters 𝜇𝑖𝑗 and 𝜑𝑖𝑗  are the coupling 

weights and phase differences between ith and jth oscillators. 
𝑟𝑗  also defines the correction rate of the jth coupling. The 

designed model is coupled and constructed as a bidirectional 
chain type network. Equations (2) and (3) are the damped 
second order differential expressions and the amplitude and 
bias will asymptotically converge to 𝑅𝑖  and 𝑋𝑖  by the 
following form: 

 𝜃𝑖
∞(𝑡) =  𝑋𝑖 + 𝑅𝑖 cos(𝑤𝑖𝑡 + 𝜑0) (5) 

Here, 𝜑0 is the initial phase of the oscillator. For any initial 
conditions, the outputs converge to the desired control 
parameters and the outputs are not affected by external 
disturbances. Therefore, the amplitude and offset of the 
oscillation can be easily modulated and the coupled oscillator 
outputs exhibit steady-state robust snake motion patterns. 

The control architecture of the robot is given in Fig. 6. 
Each oscillator corresponds to each link of the robot. After 
receiving the set-point parameters, the CPG network 
generates the desired sinusoidal angles, and then PWM 
signals are applied to drive the servo motors. Practically, the 
designed network determines the following four system 
requirements as an amplitude regulator, a frequency and 
phase regulator, an offset control, and an output magnitude. 
In the designed network, all coupling weights are set to 1.  
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Fig. 6. Control architecture of the snake robot: Input parameters are the 
desired amplitude, bias, and phase-relation of the links. 

IV. EXPERIMENTAL RESULTS 

In order to evaluate the developed robot prototype, two 
main locomotion patterns as S-shape and C-shape are 
performed in the experiments. CPG network parameters are 
given in Table 1. According to these parameters, oscillator 
outputs are presented in Fig. 7. The experiments are utilized 
during 10 s for two motion patterns. Fig. 8 presents the 
amplitude change of the oscillator outputs for both two 
motions. The motion sequences of the robot for S-shape and 
C-shape are given in Fig. 8 and Fig. 9, respectively. It is 
noted that the motion is realized by the interaction of the 
robot with the ground. 

TABLE I.  CPG NETWORK PARAMETERS 

Network Parameters 
Values 

S-shape C-shape 

Ri (˚) 16 16 
f (Hz) 0.4 0.4 

φ (˚) 45 45 

Xi (˚) 0 20 

 

 
(a) 

 
(b) 

Fig. 7. Oscillator outputs; (a) S-shape motion, (b) C-shape motion 

 
Fig. 8. Amplitude change of the oscillator outputs for two motion patterns 

 
Fig. 9. S-shape sequences of the snake robot 

 

Fig. 10. C-shape sequences of the snake robot 

It can be seen from Fig. 8 that the oscillator outputs 
rapidly reach the desired amplitude and maintain the stable 
behavior in steady-state. According to the motion sequences, 
the phase difference is 45° and the bias is 0°. The transient-
state time is nearly 0.31 s. During 10 s, the robot can perform 
the S-shape motion effectively. If the amplitude reduces, the 
robot narrows the motion patterns. In addition, the applied 
amplitude value to the links is quite enough. The key 
parameter is the bias and it is not 0° for C-shape. According 
to the oscillator model, the phase difference is 45° and the 
bias is 20°. In this motion, the body of the robot is taken the 
C-shape starting from its linear position. The transient-state 
time is nearly 0.33 s. During 10 s, the robot can perform this 
motion effectively. If the amplitude increases, more torsion 
occurs. 

These results show that the designed network architecture 
is well suited and generates rhythmic and robust outputs for 
both two motion patterns. 

V. CONCLUSION 

In this study, 8-joint, autonomous, biomimetic snake-like 
robot with a CPG-based locomotion control framework is 
presented. The designed robot consists of three main parts as 
a rigid head including infrared sensors, a multi-joint body 
propulsion mechanism, and a passive tail connected to the 
last link. The robot is designed as a serial link mechanism 
and all of the parts are designed as a modular structure. The 
robot components are drawn in a SolidWorks environment 
and produced with 3D printing technology. The ACPO 
network is constructed with bidirectional chain type network 
topology. In the experiments, S-type and C-type motions are 
performed to analyze the locomotion performance of the 
robot. The experimental results show that the designed 
network gives rapid and rhythmic oscillation outputs and the 
developed robot can perform basic snake-like motion 
patterns effectively. 

ϴ8

...
1 2 3 8

...ϴ1 ϴ2 ϴ3

PWM Signals

CPG Network

PWM Generator

Snake-like Robotx-direction

Xi , Ri , wi

Outputs: 1 to 8

Head

t = 0 s t = 5 s t = 10 s

t = 0.5 s t = 1.5 s t = 3 s

374



REFERENCES 

[1] P. Liljebäck, K. Y. Pettersen, Ø. Stavdahl, and J. T. Gravdahl, “A 
review on modelling, implementation, and control of snake 
robots,” Robotics and Autonomous systems, 60(1), 2012, pp.29-40. 

[2] S. Karacol, D. Korkmaz, G. Ozmen Koca, and N. Karabulut, “A study 
of hopf and amplitude-controlled phase oscillators for snake robot 
locomotion,” International Journal of Intelligent Systems and 
Applications in Engineering, 7(3), 2019, pp.153-158. 

[3] A. J. Ijspeert, “Central pattern generators for locomotion control in 
animals and robots: a review,” Neural networks, 21(4), 2008, pp.642-
653. 

[4] T. Matsuo, T. Sonoda, and K. Ishii, “A design method of CPG 
network using energy efficiency to control a snake-like robot,” 2012 
IEEE Fifth International Conference on Emerging Trends in 
Engineering and Technology, 2012, pp.287-292. 

[5] Z. Lu, Y. Xie, H. Xu, J. Liu, L. Mao, C. Shan, and B. Li, “Design of a 
MNSM-based controller for the swimming motion of a snake-like 
robot,” 2015 IEEE International Conference on Cyber Technology in 
Automation, Control, and Intelligent Systems (CYBER), 2015, 
pp.2050-2055. 

[6] S. Hasanzadeh and A. A. Tootoonchi, “Adaptive optimal locomotion 
of snake robot based on CPG-network using fuzzy logic tuner,” 2008 
IEEE Conference on Robotics, Automation and Mechatronics, 2008, 
pp.187-192. 

[7] S. Fukunaga, Y. Nakamura, K. Aso, and S. Ishii, “Reinforcement 
learning for a snake-like robot controlled by a central pattern 
generator,” IEEE Conference on Robotics, Automation and 
Mechatronics, 2, 2004, pp.909-914. 

[8] G. Qiao, Y. Zhang, X. Wen, Z. Wei, and J. Cui, “Triple-layered 
central pattern generator-based controller for 3D locomotion control 
of snake-like robots,” International Journal of Advanced Robotic 
Systems, November 2017, pp.1-13. 

[9] N. M. Nor and S. Ma, “A simplified CPGs network with phase 
oscillator model for locomotion control of a snake-like robot,” Journal 
of Intelligent and Robotic Systems, 75(1), 2014, pp.71-86. 

[10] N. M. Nor and S. Ma, “CPG-based locomotion control of a snake-like 
robot for obstacle avoidance,” 2014 IEEE International Conference on 
Robotics and Automation (ICRA), 2014, pp.347-352.  

[11] A. A. Transeth, R I. Leine, C. Glocker, K. Y. Pettersen, and P. 
Liljebäck, “Snake robot obstacle-aided locomotion: modeling, 
simulations, and experiments,” IEEE Transactions on Robotics, 24(1), 
2008, pp.88-104. 

[12] M. Nakajima, M, Tanaka, and K. Tanaka, “Simultaneous control of 
two points for snake robot and its application to transportation,” IEEE 
Robotics and Automation Letters, 5(1), 2019, pp.111-118. 

[13] Z. Wang, Q. Gao, and H. Zhao, “CPG-inspired locomotion control for 
a snake robot basing on nonlinear oscillators,” Journal of Intelligent 
and Robotic Systems, 85(2), 2017, pp.209-227. 

[14] T. Takemori, M. Tanaka, and F. Matsuno, “Gait design for a snake 
robot by connecting curve segments and experimental 
demonstration,” IEEE Transactions on Robotics, (99), 2018, pp.1-8. 

[15] H. Yin, Y. H. Chen, D. Yu, H. Lü, and W. Shangguan, “Adaptive 
robust control for a soft robotic snake: a smooth-zone approach,” 
Applied Mathematical Modelling, 80, 2020, pp.454-471. 

[16] O. M. Omisore, S. Han, L. Ren, A. Elazab, L. Hui, T. Abdelhamid, N. 
A. Azeez, L. Wang, “Deeply-learnt damped least-squares (DL-DLS) 
method for inverse kinematics of snake-like robots,” Neural 
Networks, 107, 2018, pp.34-47. 

[17] Z. Bing, L. Cheng, K. Huang, M. Zhou, and A. Knoll, “CPG-based 
control of smooth transition for body shape and locomotion speed of a 
snake-like robot,” In 2017 IEEE International Conference on 
Robotics and Automation (ICRA), 2017, pp.4146-4153. 

 

 

375



Artificial Neural Networks Based Survival 

Prediction of Heart Failure Using Only Serum 

Creatinine and Ejection Fraction 

Zehra KARAPINAR SENTURK  

Computer Engineering Department 

Duzce University 

Duzce, Turkey 
zehrakarapinar@duzce.edu.tr 

Abstract—Cardiovascular diseases are the first cause of 

death all over the world. Once the heart is unable to pump 

sufficient blood that the body needs, heart failure arises. In this 

paper, an early prediction system for survival of patients was 

proposed. Distinctive feature of the proposed method is that 

only two attributes were used for the prediction. Artificial 

neural networks (ANN) were used to predict death event. The 

experimental results show that only two attributes are enough 

to almost accurately predict whether a patient will die. This 

achievement will give a chance to make the patients live. The 

doctors will be able to take proper precautions based on the 

decision of the proposed system. Also, since only two attributes 

were used in this system, only two tests will be performed and 

the cost and exertion of heavy laboratory tests will be reduced. 

Keywords—artificial neural networks, heart failure, machine 

learning, death event prediction 

I. INTRODUCTION 

 
According to National Health Service of United Kingdom, 

heart failure means that the insufficiency of the blood pumped 
through the body [1]. Heart failure (HF) does not mean 
stopping of heart, but the heart need some support to work 
properly. Mostly older people are under the risk of HF. HF 
mostly cannot be treated but can be controlled for many years 
[1]. WHO reports that cardiovascular diseases are the first 
cause of death around the world and approximately 18 million 
people die each year [2]. This number makes the early 
prediction of death events crucial.  

Machine learning (ML) has been frequently used for the 
diagnosis of different diseases for decades. ML has been 
exploited especially for the deadliest diseases like cancer. 
Senturk and Kara [3] tried to diagnose breast cancer through 
seven machine learning methods in 2014 and they proved the 
usability of ML for breast cancer diagnosis. After this date, the 
researches on ML based disease diagnosis were increased. ML 
based breast cancer diagnosis has still been studied in many 
papers ([4], [5], [6], [7]). Endometrial cancer [8], tongue 
cancer [9], lung cancer [10], and skin cancer [11] are the 
example researches that uses ML for cancer diagnosis.  

 Apart from cancer diagnosis, ML has also been used for 
cardiovascular diseases. Jiang et. al [12] used ML based 
decision support system for emergency department triage for 
the patients with possible cardiovascular diseases. Four ML 
methods were applied to decide on the level of triage. 
Multinomial logistic regression, extreme gradient boosting, 
random forest and gradient-boosted decision tree were 
compared and extreme gradient boosting was shown to be 
better for the problem. Hossain, Uddin, and Khan [13] 
established a cardiovascular disease (CVD) risk modelling for 

type 2 diabetics T2D). Features of the patients with both CDV 
and T2D and patient patients with only T2D were analyzed. 
Six ML models were used to assess the risk of CVD in T2D 
patients. Classification accuracies were measured between 
79% and 88%. Cardiovascular disorder severity was detected 
by extreme learning machine (ELM) method in [14]. 86 
myocardial anatomic features were used to classify ejection 
fraction as normal, mild, moderate, and severe. High multi-
class classification accuracies were obtained by optimized 
ELM. Sanchez-Cabo et al. [15] showed that ML 
cardiovascular risk definition for young and asymptomatic 
people. An ML model was exploited to predict the presence 
and extent of subclinical atherosclerosis (SA). Estimating SA 
with the proposed model was used to refine risk estimation. 

There are also several papers related to heart failure (HF). 
Sax et al. [16] developed an ML based risk classification tool 
for emergency department patients with acute HF. Jing et al. 
[17] aimed to develop a strategy to manage the populations 
with HF using ML based methodology. Angraal et al. [18] 
predicted mortality and hospitalization in HF. 86 variables 
were used in modelling of ML. Logistic regression, random 
forest, gradient boosted trees, and support vector machines 
were evaluated. They also evaluated the dataset for several 
statistical measures. Mean area under curve was measured 
best with random forests as 0.72 for mortality.  

Most of the ML-based studies uses too much features for 
diagnosis. However, Chicco and Jurman [19] showed that ML 
can predict survival of patients with HF using only two 
features. They showed that only serum creatinine and ejection 
fraction can be used to predict whether an HF patient will die 
or survive. But their Random Forest based classification 
method lacks high recall value. That is, they predict many of 
the patients who will die wrongly. In this paper, we aimed to 
improve recall value of the prediction of death event for HF 
patients. An Artificial Neural Networks (ANN) based method 
was proposed for the problem. ANN is one of the most popular 
machine learning methods. Wide range of problems were 
solved using ANN-based approaches. They are easily adapted 
to any type of problems and mostly produce good 
classification performance. Therefore, death event prediction 
for HF patients was performed using ANN. Contributions of 
this study are as follows: 

 Death event prediction was performed with a 
lightweight neural network (one hidden layer and 
25 neurons) 

 Normalization was performed to improve the 
performance of ANN for HF survival prediction 
before the features were inputted to the ANN 
model. 
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 Survival prediction was realized only two 
attributes, serum creatinine and ejection fraction, 
with high performance. 

 Very high recall, specificity, accuracy and f1-
score were achieved when compared to the state-
of-the-art.  

This paper is organized as follows: Section 2 describes the 
dataset used in the research and the details of the method, the 
experimental results are given in Section 3 and lastly Section 
4 draws some conclusions.  

II. MATERIALS AND METHODS 

In this part of the paper, the dataset and the methodology 
will be elaborated. 

A. Heart Failure Dataset 

We analyzed a dataset constructed by Ahmad et al. [20] 
and last updated in 2020. The dataset contains data about 299 
patients with heart failure between April and December 2015 
at the Faisalabad Institute of Cardiology and at the Allied 
Hospital in Faisalabad (Punjab, Pakistan). There are 13 
features that define each patient as given in Table I. 

TABLE I.  FEATURES IN THE DATASET 

No Feature Meaning Range  

1 Time Follow up period [4,285] 

2 Event Patient died or not during 

follow up period 

0,1 

3 Gender Sexes of patients 0,1 

4 Smoking Smoker or not 0,1 

5 Diabetes Has diabetes or not 0,1 

6 BP Blood Pressure: Has 

hypertension or not 

0,1 

7 Anaemia Has anemia or not 0,1 

8 Age Age of patient [40,95] 

9 Ejection 

Fraction 

Percentage of blood leaving 

the heart at each contraction 

[14,80] 

10 Sodium Sodium level in blood [113,148] 

11 Creatinine Creatinine level in blood [0.5,9.4] 

12 Platelets Platelets in blood [25100,850000] 

13 CPK Creatinine PhosphoKinase 

enzyme level in blood 

[23,7861] 

All of the patients in this dataset has left ventricular 
systolic dysfunction and they are in class III and class IV 
according to NYHA [21] functional classification. Event 
attribute which indicates whether the patient died or not during 
the follow up period is the target variable. Some attributes in 
the dataset are binary. Gender, smoking, diabetes, BP, and 
anemia are binary-valued attributes. In addition, some 
attributes are continuous including age, sodium, and CPK. 
There are also categorical attributes. For the details about the 
attributes [20] can be read. The aim of this dataset was to 
determine death event using other 12 attributes. In this study, 
e focus on increasing the diagnosis performance using only 
serum creatinine and ejection fraction. We intended to prove 
the hypotheses claimed by Chicco and Jurman [19] and 
improve their diagnosis performance.  

B. Artificial Neural Networks (ANN) Based Death Event 

Prediction 

Inspired by the human neurological system, ANN adapts 
the learning ability of human and applied to many nonlinear 

real life problems. Its success in nonlinear problems and easy 
adaptation made it widespread. It is used in broad spectrum of 
problems of both life sciences and engineering. ANN has been 
used for disease diagnosis for decades ([3], [22], [23], [24], 
[25]). ANN has also preferred for the diagnosis of heart 
diseases ([26], [27], [28], [29]).  

ANN has three or more layers including one input layer, 
one output layer and one or more hidden layers between input 
and output layers. Small units in layers are called as neurons. 
Input neurons take the signals from the environment and 
transfer them through the output layers. All the neurons are 
fully connected to the neurons in consecutive layers. Neurons 
in the hidden and output layers sum up the weighted signals 
from the previous layers and inputs the weighted sums to 
activation function. The results returned from the activation 
functions become the outputs of the neurons. Once the output 
is obtained in the output layer, it is compared by the target 
output and if it is not same, then the error is computed and this 
error is back propagated through previous layers. The weights 
of the connections are updated during back propagation. This 
process is repeated for all input samples in the dataset many 
times till the stopping criterion is satisfied and the network 
learns the weights of the connections in order to decide about 
any input correctly. This process is called as training. A typical 
neural network is shown in Fig. 1. x1, x2, and x3 indicate the 
input signals and Y denote the output of ANN. Ws on the 
connections stand for the weights, bs are the biases. Weights 
indicate the slope of the decision lines, and biases are used to 
shift decision lines through the axes.  

Fig. 2 shows the architecture of the proposed heart failure 
survival prediction system. First, heart failure dataset was 
imported, and then its two attributes, namely creatinine and 
ejection fraction were selected in “Select Attributes” module. 
After that, all the attributes were normalized into the range 
[0,1]. Normalization affects the classification performance 
considerably [30]. After normalization, the dataset was 
divided into two sets randomly as training and test sets. 
Training data was given as the input of ANN and the model 
whose details are shown in Fig. 3 were trained. Test data was 
not given to the network during training. The performance of 
the network for this previously unseen samples in the test set 
was measured in order to make a proper evaluation. The 
performance was evaluated by accuracy, specificity, recall, 
and f1-score metrics which are frequently used for the 
performance evaluations in many classification problems. The 
formulas of the metrics are given in Table II. 

 

Fig. 1. Example ANN structure 
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Fig. 2. Architecture of the proposed ANN based survival prediction system for heart failure patients 

TABLE II.  PERFORMANCE METRICS 

Metric Formula 

Accuracy  𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Specificity  𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

Recall  𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

f1-score  𝑇𝑃

𝑇𝑃 +
1
2
(𝐹𝑃 + 𝐹𝑁)

 

TP: True Positive, TN: True Negative, FP: False Positive, FN: False 
Negative 

 

Fig. 3. Proposed ANN topology 

III. EXPERIMENTAL RESULTS 

In this study, we used an ANN with one hidden layer. 
Since we aimed to predict survival of heart disease patient 
with only two variables, there will be two input neurons. We 
have two output neurons, ‘10’ indicates that the patient dies 
and ‘01’ indicates that the patient will survive. We designed 
the network with 25 neurons in hidden layer as shown in Fig. 
3. Different network architectures were tried to achieve the 
best performance. Table III shows the performances of 
different network topologies. Ideal number of neurons was 
determined through a series of experiments. The performance 
was measured for different number of neurons in hidden layer. 
The tradeoff between the specificity and recall were 
considered. Previous solution of this problem in [19], i.e. 
survival determination of heart failure using only two 
attributes namely creatinine and ejection fraction, lacks high 
recall value. Recall states the rate of correctly classified 
positive samples and total number of positive samples. That 

is, it shows the prediction success of death event. This is more 
important than the prediction success of survival event. In this 
research, we aimed to improve recall value of the mentioned 
classification problem rather than accuracy. We carried out the 
experiments in this direction. In addition, f1-score is the 
harmonic mean of precision and recall. Alibi et al. [31]states 
that f1 score must be included in the performance metrics in 
medical applications. Therefore, we also measured f1-score 
for the performance evaluation.  

TABLE III.  PERFORMANCE EVALUATION OF DIFFERENT MODELS 

Number 

of 

neurons 

Performance (%) 

Accuracy Specificity Recall f1-score 

3 90 93.62 76.92 76.92 

5 86.67 93.62 61.54 66.67 

7 88.33 95.74 61.54 69.57 

10 88.33 95.74 61.54 69.57 

15 85.00 95.74 46.15 57.14 

20 86.67 93.62 61.54 66.67 

25 86.67 85.11 92.31 75.00 

30 86.67 95.74 53.85 63.64 

35 86.67 93.62 61.54 66.67 

As seen from Table III, highest recall and f1-score are 
obtained by using 25 neurons in the hidden layer. Therefore, 
the best model was chosen so. Specificity and accuracy of this 
model were also satisfactory enough for survival prediction of 
patients with heart failure. 

We also compared the results of the proposed approach by 
the most recent study related to the topic. Table IV shows the 
comparison with the state-of-the-art. ANN achieved 
remarkable performance for previously unseen samples in 
terms of all metrics. 

All the experiments were performed using Rapid Miner 
studio, an open machine learning tool [32]. 

TABLE IV.  COMPARISON WITH THE STATE-OF-THE-ART 

Reference- 

Year 

Performance (%) 

Accuracy Specificity Recall f1-score 

[19]-2020 74.00 83.10 53.20 54.70 

Proposed 86.67 85.11 92.31 75.00 
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IV. CONCLUSIONS 

Heart diseases cause the most deaths in the world. 
Therefore, determination of death event for the patients with 
heart failure (HF) is crucial. Determining whether a patient 
will die or not gives a big chance to take adequate precautions. 
In this paper, different from most of the heart failure studies, 
we predicted if a patient with HF will survive or not using only 
two features, serum creatinine and ejection fraction. Serum 
creatinine is measured by a blood test and ejection fraction is 
mostly measured by echocardiogram. This paper shows that 
only these two tests are enough to determine whether a patient 
will die or survive. Since only two attributes were used in this 
system, only two tests will be performed on the patients and 
the cost and exertion of heavy laboratory tests will be reduced. 
The proposed methodology outperforms the state-of-the-art in 
terms of accuracy, specificity, recall, and f1-score.  

ANN-based classification can also be adapted to other 
diseases. Normalization improved the performance and in 
future studies, the architecture of the proposed method will be 
applied to different diseases using a few attributes. 
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Abstract— The software aging phenomenon is related to the 

decrease in performance of long-running systems like business-

critical servers. In this study, we build automated software 

rejuvenation design to prevent software aging. We analysed 

resource usage data over a period benefiting with the help of 

state-of-the-art data science libraries. Consequently, we 

detected unplanned restarts through the monitoring of resource 

usage and performability metrics of the application server. In 

case that some unusual behaviour is identified, the system 

creates notification and initiates an automatic rejuvenation 

action. This rejuvenation design interrupts the running system 

for the minimum time and achieves zero downtime.  

Keywords—business-critical servers, software aging, 

software rejuvenation, unplanned restarts 

I. INTRODUCTION  

The business-critical servers are intended to run 
continuously except software upgrades and maintenances. 
System failures or crashes in these servers cause data losses 
and some inconsistency in enterprise applications. Therefore, 
making server activities sustainable is an important issue that 
receives attention from enterprises with the emergence of big 
data concepts.  

The term software aging refers to the system's degradation 
because of unexpectedly terminating a running process, 
cleaning its internal state, and restarting it [1]. It mostly occurs 
in long-running applications such as resource managers in 
server machines. Consequently, the crashes in business-
critical servers can be covered in software aging phenomena. 
To solve this problem, mostly traditional recovery methods 
such as server redundancy, load balancers, and fail-over 
methods are preferred by the enterprises. Although these 
methods perform well enough for system recovery, it is seen 
that self-healing techniques which is also called as software 
rejuvenation [2] have become a popular research area recently. 

The main idea behind software rejuvenation removing the 
collected error states and releasing system resources utilizing 
garbage collection, flushing operating system kernel tables, 
and reinitializing internal data structures [3]. This method is 
realized with planned restart operations that enable the system 
to return to maximum performance and so avoid the system 
lockout/crash. Since manual data analysis is time-consuming, 
there is a need to scale up human analysis capabilities to deal 
with a large of performability metrics of the application 
server. Therefore, business organizations focus on automated 
software rejuvenation in recent times.  

In this study, we proposed automated software 
rejuvenation on real life data provided by Yurtiçi Kargo 

company [4]. This model detects and reports unplanned 
restarts and so losing any request or session data at the time of 
a restart. In this context, we perform data science methods to 
estimate the optimal time for restart and notify the system 
users before the system restart time.  

The rest of the paper is organized as follows. The second 

section briefly outlines related studies. The third section gives 

a brief overview of the software aging and software 

rejuvenation concepts. The next section presents the results 

of our experimental study. The fifth section concludes the 

paper and give information about the future works. 

II. LITERATURE REVIEW 

In recent years, studies about software rejuvenation have 

become more popular to provide feasibility in business 

applications. In one of these studies, Candea et al. [5] 

introduced the concept of micro-rebooting to reduce the 

rejuvenation cost. Researchers claimed that rebooting a few 

numbers of components instead of applying restarts at certain 

times. The experimental results showed that the proposed 

approach decreases the applications' “mean time to repair 

(MTTR)” and provides the expected output. In [6], Fox and 

Patterson suggest decreasing the MTTR instead of dealing 

with the “mean time between failures (MTBF)”. They 

explained that the end-user does not see any interruption 

impact by reducing the value of MTTR. Avritzer and 

Weyuker [7] addressed research on software aging in a 

telecommunication system considering a progressive restart 

mechanism. They used the basis of the Markov Chain model 

to determine the proper times for the restart. It is aimed to 

recover the systems' internal state providing an uninterrupted 

execution period. In another study, Huang et al. [8] came up 

with a software rejuvenation approach regarding downtime 

costs. Trivedi et al. [9] utilized a probabilistic model 

considering the execution time and the workload parameters. 

Vaidyanathan and Trivedi [10] proposed a study to detect and 

identify the aging problem in the Apache webserver. In [11], 

Autoregressive Moving Average (ARMA) time series model 

is performed to predict random restart times, causing 

webserver aging. Machida et al. [12] introduced a novel 

method which enables to delay the aging process by 

allocating extra available resources, unlike traditional restart-

based rejuvenation techniques. 

381

mailto:fatma.bozyigit@bakircay.edu.tr
mailto:kadir.sert@yurticikargo.com
mailto:murat.sahin@kalybeai.com
mailto:dursun.dincer@yurticikargo.com
mailto:deniz.kilinc@bakircay.edu.tr


TABLE 1 GENERAL INFORMATION ABOUT REVIEWED STUDIES  

Study  Used parameters Proposed model 

[5] MTTR Markov reward model 

[6] MTBF, MTTR Markov chain model 

[7] workload parameters Markov chain model 

[8] downtime cost Semi Markov model 

[9] execution time and the 
workload parameters 

Probabilistic model 

[10] cpu usage parameters Deterministic models 

[11] - ARMA 

[12] system availability and 

mean job completion time 

Semi Markov model 

III. SOFTWARE AGING AND REJUVENATION 

Software aging is a progressive performance degradation 
of the software's internal state during its operational life [13]. 
It generally occurs in continuously running processes and seen 
as unplanned restarts which result in request losses and 
therefore intermittent server activities. To solve software 
aging, software rejuvenation or self-healing techniques are 
widely used. Figure 1 illustrates the generic systems with 
rejuvenation policy. 

Software rejuvenation is reviewed in two approaches such 
as open loop and closed loop [14]. For the open-loop 
approach, there is no need any feedback from the system to 
trigger rejuvenation action. In this case, rejuvenation depends 
on periodic time and the total number of operations on the 
network. On the other hand, closed-loop rejuvenation is 
accomplished by monitoring data on the resource usage and 
system activities at certain time intervals. Accordingly, 
obtained data is analysed to predict resource exhaustion, 
leading to system degradation. This evaluation can be based 
on time, system workload, or uncontrolled resource 
consumption. The data analysis in the closed-loop approach 
can be off-line or on-line. Off-line data analysis is based on 
system data collected over a specific period while the on-line 
data analysis performs with continuously collected data. Off-
line approach is suitable for systems having reasonably 
deterministic behaviours. Online approach is performed after 
every new set of data is collected, and it is applied to systems 
with non-deterministic behaviours.  

In this study, we performed closed loop rejuvenation based 
on off-line data analysis. We collected resource usage data 

over a period and perform data science techniques to detect 
extraordinary conditions which cause to unplanned restarts.  

IV. MATERIALS AND METHODS 

Unplanned restarts in the business-critical servers results 
with serious costs since it causes losses in the system states to 
be rebuilt. In this study, we performed closed loop 
rejuvenation based on off-line data analysis to solve this 
problem. We collected resource usage data over a period and 
perform data science and analytics methods to detect 
extraordinary conditions which cause to unplanned restarts. 
Overall, we organized the rejuvenation actions to be invisible 
from the user’s perspective.  

A. Dataset 

To prepare the experimental dataset, we collected resource 
usage data by using a shell program to run httperf at specific 
time intervals. In our dataset, there are fifteen attributes 
(explained in Table 2) and 587.520 observations for seven 
servers. The data frame starts from the time stamp 2020-06-
01 00:00:10 and ends at 2020-08-11 00:00:00.

TABLE II FEATURES IN THE DATASET (OS: OPERATING SYSTEM) 

Feature Definition Unit 

timestamp It is the timestamp of the data sampled. Time stamp 

cpu-user It indicates the percentage of the total processor time the user processes running in the os. Percentage 

cpu-system It displays percentage of the total processor time the system processes running in the os. Percentage 
cpu-wait It indicates percentage of the total processor time which is used by processes waiting for input and 

output data in the os. 

Percentage 

disk-read It shows the amount of data read over the disk per unit time. Bytes per second (Bps) 
disk-write It indicates the amount of data writing on disk per unit of time. Bps 

mem-used It displays the amount of memory (RAM) used by the operating system. Kilo bytes (KB) 

swap-used It displays the amount of swap space used by the operating system. KB 
net-eth0-rx It shows the amount of data in the input direction passed from the first network adapter per unit time. Bits per second (bps) 

net-eth0-tx It shows the amount of data in the downstream direction passed from the first network adapter per 

unit of time. 

bps 

net-eth1-rx It shows the amount of data in the input direction which passed from the second network adapter per 

unit of time. 

bps 

net-eth1-tx It shows the amount of data in the downstream direction which passed from the second network 

adapter per unit of time. 

bps 

sch-threads The number of threads that the Scheduler/Batch java process has. Integer 
sch-hbtime It is the time elapsed since the last notification sent by the Scheduler / Batch java process. Milliseconds 

app-status It shows the application status with respect to threshold value of 660.000 ms using the value of the 

sch-hbtime attribute. 

responding or nonresponding 

build-status It indicates whether Scheduler/Batch java application is in the unplanned restart state or not.  running or not running 

Figure 1 

Figure 1 Software systems with rejuvenation policy. 

382



 

As original data have noisy records and null values, attributes 

with zero variances are removed in the data pre-processing 

step. The correlation of missing data can be observed in the 

heat map in Figure 2.

B. Experimental Study 

In this paper, we configured resources monitors to be 
deployed IT infrastructures of Yurtiçi Kargo, a well-known 
courier company in Turkey. Data collected from server 
applications for seventy-one days was analyzed to track server 
activities. Consequently, we detected the parameters which 
are the most informative about overload conditions. 

We analyzed the collected data to determine thresholds 
indicating software aging, and the rejuvenation is triggered 
when the values of monitored parameters exceed such 
thresholds. We used Python libraries are Scikit-learn [15], 
Pandas [16], Numpy [17], and timeseries_functions [18] to 
identify of the best indicators and threshold values for them. 
Scikit-learn is one of the most useful and powerful libraries to 
effectively use machine learning designs and statistical 
modeling. It is built on NumPy, SciPy, and Matplotlib. Pandas 
library provides useful and expressive data structures 

designed to be working with structured and time-series data. 
It is an ideal tool for cleaning, modeling, and organizing the 
analysis results into a suitable form. Numpy is a numeric 
python, widely used for its fast-mathematical computation on 
arrays and matrices. We practiced time_series_functions to 
analyze a sequence of observations recorded at regular time 
intervals. Then, we applied the Shapiro-Wilk test [19] to 
detect outliers in the features which cause unplanned restart. 
The Shapiro-Wilk test employs the null hypothesis that the 
data was drawn from a normal distribution. Considering 
experimental results, the most informative features are 
determined as cpu-system, cpu-wait, disk-read, and swap-
used. The scatter plots of the swap-used and cpu-system 
parameters is visualized in Figure 3 and 4, respectively. It is 
seen that the value of lower limit and upper limit are -40780.0 
and 171732.0, respectively. Also, it is observed that there is 
no outlier under the lower limit and 68282 outliers above the 
upper limit for swap-used parameter (see Figure 3). 

 

 

Figure 3 Scatter plot of swap-used parameter 

 
 

Figure 4 Scatter plot of cpu system parameter 

Figure 2 Heatmap analysis of the features. 
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V. CONCLUSION AND FUTURE WORKS 

This study proposed automated software rejuvenation 
on real-life data provided by Yurtiçi Kargo company. We 
first detected and reported unplanned restarts causing 
request or session data losses through practicing data 
science methods. Then, we predict the optimal time for the 
restart and notify the system users before the system restart 
time. The experimental results of our study are promising 
and motivates us for further studies. We plan a new research 
to develop self-healing approach based on online analysis. 
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Abstract— Human activity recognition (HAR) has become 
more popular with the increase of applications involving 
human-computer interaction. The problem of recognizing and 
classifying people's daily life activities is a very important and 
challenging issue in the field of artificial intelligence. In recent 
years, deep learning based techniques have achieved high 
accuracy for HAR. However, these methods require obtaining 
a optimal number parameters. In this study, we investigated 
Long Short-Term Memory (LSTM) for HAR from videos. In 
addition, hyperparameters of the model were obtained thourh 
a thorough search to optimize ther performance of the model. 
Specifically, we obtained optimal values for number of layers, 
batch size, epochs to obtained best accuracy for the model. 
Experiments were performed to evaluate the performance of 
the proposed model on WISDM dataset. The proposed model 
produced an overall 97.18% overall accuracy indicates that 
LSTM is an effective technique for HAR. 

Keywords— Human Activity Recognition, RNN, LSTM 
Neural Networks, Deep Learning 

I. INTRODUCTION 
Human Activity Recognition problem is an active 

research area as it can be applied in assorted applications 
such as human machine interactions and robotics. In 
particular, the widespread use of human-computer interactive 
applications has made the HAR subject even more 
interesting. The daily movements of people can be tracked 
and recorded, and activities can be classified for this activity 
data. Especially in the public health field, HAR is very 
useful. Monitoring daily activities will help predict many 
diseases. One of the most common sensors used to monitor 
human activities are accelerometers in smart phones. It is 
possible to record activity through the sensors in smart 
phones, which have become an integral part of our day. 
Human activities can be captured in three axes (x,y,z axes) 
through these accelerometers. This tri-axial data is used to 
classify people's daily activities like sitting, jogging, 
walking, downstairs, upstairs, standing. 

Nowadays, recognition of human activities is a very 
common research problem. A lot of work has been done on 
this subject in recent years. In particular, artificial neural 
networks and deep learning methods are highly preferred 
methods. Researchers have also proposed a neural network, a 
network that combines convolutional layers with long short-
term memory (LSTM). [1] Through this model, human 
activities can be automatically extracted and classified 
through a few model parameters. The performance of the 
proposed model has been evaluated on 3 public datasets. 
(UCI, WISDM, and OPPORTUNITY datasets.) Similarly, 

we trained the model we proposed in our study using 
WISDM dataset. Others have proposed a model named 
EnsemConvNet for human activietis recognition [2]. This 
model used three classifiers: Encoded-Net, CNN, and CNN 
with LSTM. Three benchmark data sets are used to evaluate 
their proposed model: WISDM, MobiAct  and UniMiB 
SHAR. Finally, they have also compared their method with 
some well know deep learning technique including hybrid of 
CNN, Multi Headed CNN, and LSTM models. 

Although deep learning algorithms show great success in 
HAR, but these are expensive in terms of processing and it 
become difficulty to carry out on edge devices. [3] proposes 
a novel model making it suitable on edge devices by 
requiring less computational power for HAR. This models 
name is Lightweight Deep Learning Model. And they 
developed their models on the RNN-LSTM model similar to 
our study. 

In this paper, we propose the RNN-LSTM model, which 
is one of the deep learning methods to recognize human 
activities. We trained our model on WISDM dataset, which 
is a public dataset. We tested it to find the optimum values of 
the hyperparameters to improve the performance of the 
model. We have shown that with optimum hyperparameters, 
our model achieves higher accuracy than previous studies. 

The rest of this paper can be summarized as follows. 
Section 2 will examine previous studies using deep learning 
methods of human activity recognition. In section 3, we will 
give detailed information about the dataset used in our study. 
In the 4th section, the model and the hyperparameters of the 
proposed model will be examined. Section 5 will show the 
experiment results. And we will summarize this research 
with a brief summary in the final section. 

II. RELATED WORK 

HAR has been an important and challengin research 
problems for years. Many researchers are working to reach 
the best classification model on this subject. There has been a 
lot of work on HAR before. This section mainly examines 
the studies that used deep learning methods before. 

The advent of deep learning era has lead to development 
of innovative methods to solve various problems in HAR. 
For instance, in [4], authors proposed deep neural network 
using bi-directional residual cells with LSTM. The technique 
has several advantages, such as it can be combined in the 
two-way connection with negative time direction (reverse 
state) and positive time direction (forward state). 
Considering that the Deep LSTM neural network can 
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automatically learn the feature representations and model 
long-term transient dependencies, the experimental results 
showed that the method was effective for HAR [5].  In [6], 
authors proposed mobile and wearable sensor-based human 
activity as a compilation that provides an in-depth summary 
of deep learning methods. 

Nowadays, recent advances in deep learning methods 
have made automatic high-end feature extraction possible 
and performed promising in many areas. This study, which 
summarizes the literature in terms of deep learning model, 
deep learning applications and sensor method, also examines 
the latest developments in sensor-based deep learning 
activity recognition. [7]. In another study [8] where deep 
convolutional neural network is proposed to realize effective 
and efficient human activity recognition application, an 
almost perfect classification was obtained, especially for 
activities very similar to those already considered to be very 
difficult to classify. 

In another study [9] in which the deep learning model 
was applied independently of the user, Convolutional Neural 
Networks were proposed for feature extraction. Similarly, in 
another study, the Long Term Short Term Memory (LSTM) 
architecture is designed to apply human activity recognition. 
Over 94% accuracy and less than 30% loss were achieved in 
the first 500 training epochs [10]. Some researchers have 
proposed a hierarchical deep learning method for the LSTM 
neural network. They named this model H-LSTM. After the 
smoothing and denoising preprocesses, it will be featured 
with the time-frequency domain method [11]. 

A single layer stacked LSTM model was used in a study 
[12] where the LSTM model was proposed for the 
recognition of data including six different human movements 
obtained via smart phones. The proposed network have tried 
on network UCI data. The performance of the model is 
calculated in terms of precision-call and average accuracy. 

Recognizing human activities has become a very 
important problem in terms of human health as it gives 
information about the movement intensity of people. LSTM 
model was used in this study [13], which deals with both the 
intensity of movement and the classification of movements 
problem. In another study, many methods used in human 
activity recognition were examined and these methods were 
tested on 10 publicy datasets [14]. In particular, CNN, gated 
recurrent unit networks (GRU), LSTM, bidirectional LSTM 
(biLSTM), and deep belief networks (DBN) models were  
evaluated on their dataset. 

The data obtained from the sensors in smart phones are 
used especially by machine learning methods to recognize 
human activities. A bidirectional long short-term memory 
(LSTM) network has been proposed to classify this data 
collected by gyroscopes and accelerometers in smartphones 
[15]. 

In our study, we optimized the hyperparameters of the 
LSTM model to improve the accuracy performance obtained 
from the above methods. We evaluated it on the WISDM 
data set, one of the most widely used public data sets. We 
demonstrated the effect of parameters in the model on 
accuracy and determined the optimum parameters. 

III. DATASET DESCRIPTION 
The WISDM dataset is used in this study which consists 

of a total of 1,098,209 samples. The percentage of total 
samples present in the data set for each activity is 
summarized in Table 1. There are six different human 
activities which include walking (Walk), jogging (jog), 
upstairs (Up), downstairs (Down), sitting (Sit), standing 
(Std).  

It is worth noting that data distribution is not balanced. 
For instance, walking and jogging accounts for more than 
30% of all activities while rest of the classes account for less 
than 12% each. This can adversly effect the classification 
accuracy of the classifiers as model can be biased towards 
the class with donimant samples. 

The data in the dataset were collected from 36 different 
subjects. Each subject carried out daily activities by putting a 
smartphone in their front leg pockets. This sensor used while 
creating the data set is an accelerometer. This accelerometer 
has a sampling frequency of 20 Hz and is also a motion 
sensor built-in smartphones. 

TABLE I: SUMMARY OF THE WISDM DATASET  
Activities No. of Samples Percentage 

Walking 424400 38.6% 

Jogging 342177 31.2% 

Upstairs 122689 11.2% 

Downstairs 100427 9.1% 

Sitting 59939 5.5% 

Standing 48397 4.4% 

IV. DEEP LEARNING ARCHITECTURE 

A. Deep Learning Methodology 
 The deep learning model consists of artificial neural 
networks. ANNs are composed of neuron cells just like the 
human brain structure. Neurons are all interconnected in the 
network, and the way they connect affects the output. There 
are basically 3 layers in a neuron. These layers; input layer, 
hidden layer (s) and output layer. 

• Input Layer: It is the layer that contains the input 
data. It transmits input data from the input layer to the 
first hidden layer. 

• Hidden Layer(s): It is the layer on which 
mathematical calculations are made on the input data. 
The expression "deep" in the concept of deep learning 
indicates that the neural network has multiple hidden 
layers. One of the biggest challenges in creating 
artificial neural networks is determining the number 
of hidden layers as well as determining the number of 
neurons for each layer. 

• Output Layer: It is the layer from which the output 
data is obtained. 

 One of the most difficult tasks in deep learning methods 
is training the artificial neural network. The reason for this is 
that a lot of computational power and a very large data set 
are needed in order to apply the deep learning methods. In 
our study, we conducted LSTM (Long Short-Term Memory) 
neural network training for human activity data obtained 
from sensors. 
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B. Creating the LSTM Neural Network 
We created the LSTM model, which is a specialized 

method of RNN, which is one of the deep learning methods 
commonly used in HAR. A neuron; LSTM consists of point 
processes and layers. These are several layers, data input and 
output layers that act as gates to forget to feed the cell state. 
What holds long-term memory and context for the inputs and 
the network is called the cell state. 

 An LSTM consists of several neurons arranged in layers. 
It consists of several gates which are terms as input, output, 
and forget. It also maintain a cell state. This cell state 
resembles the long-term memory which is maintanied across 
the network. 

 LSTM is a type of RNN. The main feature of such 
networks is that these architectures have feedback links in 
their architecture. This makes them more suitable for 
processing sequential data. In addition, these model have 
also been used to process image data. 

The input layer of the network must have same number 
of neurons as the dimension of features in the data set, the 
size of each segment of the segmented data, and batch size 
properties. The weights and biases of for each layer in the 
network were initialized with normal distribution in the 
LSTM. In this neural network, a single output is reached 
from multiple inputs. 

 The tensors of the input and output in our model are 
defined separately. In the model, the L2 regulator will be 
used and this regulator we use should also specify the lost. 
While creating the model, Adam optimizer was used. 

AdamOptimizer: This optimizer has become more 
popular and has been widely used for it high efficiency. The 
weight update is done iteratively in the network during the 
training dataset. It calculates learning rates from the first and 
second estimates of the gradients for the different 
parameters. 

The activation function we use in our model is the 
softmax activation function. 

Softmax Activation Function: it transforms the input 
vectors into probabilities. These probabilities are directly 
proportional to the scale of each element in the input vector 
[17]. The softmax activation function used in machine 
learning algorithms of applications is that it commonly acts 
as a neural network model activation. In cases where more 
than two classifications are required, this function has 
produced highly optimal results for neural networks. It 
ensures that the probability of the input belonging to a 
certain class is determined by producing values in the range 
of 0-1. 

The parameters used in the proposed LSTM neural 
network and whose effects on accuracy are measured are as 
follows. 

Epoch: To train the models, it is necessary to repeat the 
training not just once, but over and over again. Weights are 
updated for each training round. In order to find the most 
suitable weight value for the model, weight calculation is 
made for each new training data. The most suitable weight 
values for the model are thus calculated. Each of these steps 
is called an epoch. 

Batch Size: It is the memory used by the model while it is 
being trained. It can be in the form of 2 and its multiples (4, 
8, 16, 32, 64, ..., 512). 

Number of Layers: Especially in complex problem 
examples, the most important feature that makes deep 
learning methods different from other artificial neural 
networks is the number of layers. 

V. EXPERIMENTAL RESULTS 
In this section, the results of the tests performed to 

examine the effect of the values of the hyperparameters 
(epoch, batch size, numbers of LSTM layers) on the 
accuracy of the proposed model are presented. 

A. Effects of Number of LSTM Layers on Accuracy 
Our aim in this section is to determine the effect of the 

number of LSTM layers in the model on accuracy. Layer 
number is very important especially in complex problems. In 
order to determine the appropriate number of layers for the 
dataset we use in our model, the number of epochs was kept 
constant as 200 and batch size as 32 in the tests in this 
section. Tests were carried out as LSTM layer numbers 2, 4 
and 6. The accuracy and loss values of the tests are shown in 
Table 2. 

TABLE 2: EFFECT OF LSTM LAYER SIZE ON ACCURACY AND 
LOSS (EPOCHS=200, BATCH SİZE=32) 

LSTM Layers Accuracy Loss 

2 95.99% 27.33% 

4 97.18% 27.33% 

6 95.66% 30.29% 
 

The number of layers was initially set to 2 and the 
behavior of the model was observed by increasing it (4 and 6 
layers). The dataset was divided into train (70%) and test 
(30%) data subset. As a result of our tests, when the effect of 
LSTM layer number on accuracy is examined, increasing the 
number of layers from 2 to 4 increased the accuracy and 
decreased the loss. However, when we built the model with 6 
layers, the accuracy decreased and the loss increased. Fig. 1 
shows the visualization of results for (a) train loss, (b) train 
accuracy, (c) test loss and (d) test accuracy. 

B. Effects of Number of Epochs on Accuracy 
Our aim in this section is to determine the effect of the 

number of epochs in the model on accuracy. In order to 
determine the appropriate number of epochs for the dataset 
we use in our model, the number of LSTM layers was kept 
constant as 2 and batch size as 32 in the tests in this section. 
Tests were carried out as number of epochs 300, 350 and 
400. The accuracy and loss values of the tests are shown in 
Table 3. 

TABLE 3: THE EFFECT OF EPOCHS ON ACCURACY AND LOSS 
LSTM Layer=2, Batch size=32 

Epochs Accuracy Loss 

300 96.30% 26.67% 

350 96.54% 25.93% 

400 96.57% 25.53% 
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The number of epochs was initially set to 300 and the 
behavior of the model was observed by increasing it (350 
and 400 epochs). The train and test data in the LSTM neural 
network constituted 70% training data and 30% test data. As 
a result of our tests, when the effect of the number of epochs 
on accuracy is examined, with the increase of the number of 
epochs, the accuracy increased and the loss decreased. Fig. 2 
shows the optimal results obtained for epochs (epochs 
number=400). It shows (a) train loss, (b) train accuracy, (c) 
test loss and (d) test accuracy. 

C. Effects of Batch Size on Accuracy 
Our aim in this section is to determine the effect of the 

batch size in the model on accuracy. In order to determine 
the appropriate batch size for the dataset we use in our 
model, the number of LSTM layers was kept constant as 2 
and number of epochs as 200 in the tests in this section. Tests 
were carried out as batch size 32, 64 and 128. The accuracy 
and loss values of the tests are shown in Table 4. 
 

TABLE 4: THE EFFECT OF NUMBER OF EPOCHS ON ACCURACY 
AND LOSS 

LSTM Layer=2, Number of Epochs=200 
Epochs Accuracy Loss 

32 96.30% 26.67% 

64 96.54% 25.93% 

128 96.57% 25.53% 

 

The batch size was initially set to 32 and the behavior of 
the model was observed by increasing it (64 and 128). The 
train and test data in the LSTM neural network constituted 
70% training data and 30% test data. As a result of our tests, 
when the effect of the batch size on accuracy is examined, 
with the increase of batch size, the accuracy increased and 
the loss decreased. Fig. 3 shows highest accuracy obtained 
with batch size (batch size = 128). It shows (a) train loss 
graph, (b) train accuracy graph, (c) test loss graph and (d) 
test accuracy graph. 

D. Optimized Hyperparameters Results 
We evaluated different values for the hyperparameters in 

the model and tried to find the optimum values. These the 
number of epochs, number of LSTM layers and the batch 
size. We empirically obtained the best performance of the 
model using 4 LSTM layers, batch size = 128 and number of 
epochs = 400. 

With the optimum hyperparameters, we achieved the 
highest accuracy as 97.18% and the loss value as 27.33%. 
Fig. 4 shows the visual results obtained for these optimal 
paperaemters: (LSTM layer number=4, epochs number=400, 
batch size = 128). It shows (a) train loss, (b) train accuracy, 
(c) test loss and (d) test accuracy. 

 

 

 

  

  
Fig 1. Train, test loss and train, test accuracy for LSTM with 4 layers. 
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Fig 2. Train, test loss and train, test accuracy for LSTM with number of 400 epochs. 

  

  
Fig 3. Train loss, train accuracy, test loss and test accuracy graphs of the model with batch size 32. 

 

  

  
Fig 4. Train loss, train accuracy, test loss and test accuracy graphs of the model with optimum hyperparameters (number of LSTM 

layers=4, number of epochs=400, batch size=32)
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VI. CONCLUSIONS 
This study investigated the application of LSTM for 

HAR. Moreover, the hyperparameters were fine-tuned to 
obtain optimal results for the model as these parameters 
affect the accuracy and loss. The hyperparameters which 
were evaluated include: number of epochs, number of 
LSTM layers and batch size. LSTM layers were varied 
between 2-6, batch size in the range 32 – 128 with 
increments of 32 and the epoch values were tested for 300, 
350 and 400. As a result of all hyperparameter tests, the 
optimum hyperparameter values were determined as LSTM 
layer number 4, epoch number 400 and batch size 128. And 
the highest accuracy achieved with these hyperparameters 
was 97.18%. In future, we will integrate LSTM with 
Parameter-Less Self-Organizing Map for hyperparameter 
fine-tuning. 
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Abstract—After  Covid-19  was  detected  in  China  in
December 2019, it spread rapidly and affected the whole world.
The similarity of COVID-19 disease with other lung infections
makes  it  difficult  to  make  an  accuracy  prediction  and
diagnosis. In addition, with the high spread rate of COVID-19,
the need for a fast system and method for diagnosing cases has
increased  over  time.  For this  reason,  studies  in  the  field  of
health have increased rapidly to prevent this pandemic disease,
and various methods base on artificial intelligence (AI) have
been  developed  to  support  health  practitioners  in  quick
decision  making.  This  study  focuses  on  COVID-19
identification  with  CNN  using  X-ray  images.  Moreover,  the
proposed method was compared with some recent studies for
COVID-19 classification. The result presented are in line with
the start of the art method as the proposed method provides a
good recognition rate for the detection of Covid-19 .

Keywords  –  Covid-19,  CNN,  Deep  Learning,  Image
Processing, artificial intelligence

I. INTRODUCTION

The new type of coronavirus, which was first detected in
China on December 12 and turned into a pandemic in a short
time,  is  a  contagious  virus  that  causes  respiratory  tract
infection and can be passed from person to person.  It  has
been confirmed by studies that it is transmitted by contact or
airborne  respiratory  tract  [1].  This  virus  spread  rapidly
among  people  and  affected  the  whole  world.  The  disease
causes various problems in the human body.  According to
research,  the disease has been found to damage the lungs,
brain, liver and many other organs [2].  Biomedical  studies
are  among  the  computer  sciences  such  as  artificial
intelligence,  deep  learning,  image  processing,  and  these
fields, in this period, apply various methods in the stage of
detecting  the  disease  on  the  bodies  of  people  and
investigating the damage caused by the disease on the organs
with studies on treatment and diagnosis in medicine [3]. For
example,  it  is  possible to  see the damage caused  by lung
disease on radiological images such as x-rays. 

Various methods commonly used in computer science,
such  as  deep  learning and  image processing,  have  helped
make successful biomedical analysis. These methods include
many mehods  such as SVM [4], CNN and Random Forest
[5] and are widely used.  In this article, a classification was 

made  according  to  the  features  extracted  using  the  deep
learning  model  CNN  on  Covid-19  patients  with  chest
radiographic images. The aim of the study is to determine the
model that gives the best accuracy, recall, precision and f1-
score,  as  well  as  compare  it  with  the  work  of  other
researchers.  In  this  article,  CNN  was  used  as  the
classification method and the accuracy, recall, precision and
f1-score  values  were  found  to  be  95.9,  96,  96  and  96
respectively.  Similary,  in  [6]  authors  proposed  two
commonly used classifiers were selected: logistic regression
(LR)  and  CNN  for  COVID-19  identification  from  x-ray
images. Moreover, principal component analysis (PCA) was
applied  to  reduce  the  dimensionality  and  increase  the
processing  speed.  A  detailed  survey  of  the  recent
developments  in  COVID-19  identification  using  AI
techniques can be found in [7].

In this study, it  was aimed to make early and accurate
diagnosis  upon the  increasing  prevalence  of  the  Covid-19
virus,  and  for  this,  a  study  was  carried  out  on  the  CNN
method, a deep learning model, in order to facilitate studies
in  the  field  of  health.  Examples  of  current  studies  using
Covid-19  X-ray  images  have  been  given,  and  a  situation
analysis has been made in relevant areas.

II. RELATED WORK

In this study, a deep learning approach using chest x-ray
was  developed  to  be  an  alternative  and  supportive  to
traditional diagnostic tools. The purpose of this deep learning
approach  with  convolutional  neural  networks  (CNN)
architecture  is  to  diagnose  Covid-19  disease  from  X-ray
images and to make a classification accordingly.

In  the  first  study  reviewed  [8],  a  new artificial  neural
network,  Convolutional  CapsNet,  was  proposed  for  the
detection of COVID-19 disease on chest X-ray images with
capsule  networks.  The  proposed  approach  is  designed  to
provide rapid and accurate diagnosis of COVID-19 diseases
with  dual  classification  and  multi-class  classification.  The
proposed  method  obtained  an  accuracy  of  97.24%  and
84.22% for  dual  class  and multi  class,  respectively.  It  has
been  observed  that  the  study  on  dual  class  gives  better
results. In the study, it was concluded that capsule networks
can classify effectively even in a limited data set.
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In another study discussed, [9] proposed CoroNet, a Deep
Convolutional  Neural  Network  model,  to  automatically
detect  COVID-19 infection  from chest  X-ray  images.  The
proposed  model  was  seen  to  be  based  on  the  pre-trained
Xception  architecture  in  the  ImageNet  dataset,  and  a  new
dataset was created by collecting COVID-19 and other chest
pneumonia  X-ray  images  from  two  different  public
databases, and then end-to-end training was carried out with
this dataset. As a result, CoroNet was trained and tested on
the prepared dataset and the experimental results showed that
the  proposed  model  gave  an  overall  accuracy  of  89.6%.
When the study was repeated for 3-class classification, it was
seen that the accuracy value changed to 95%.

In  the  last  study  we  reviewed  [10],  deep  learning
supported automated detection schemes for COVID-19 and
other pneumonia are recommended using a small amount of
COVID-19  chest  X-rays.  CNN-based  architecture,  called
CovXNet,  proposes  an  architecture  that  uses  deep
convolution.  Because  of  the  high  similarity  of  the  X-ray
images, many chest X-rays were first used for curving the
recommended ones.

In the proposed method, different forms of CovXNets
are  designed  and  trained  with  X-ray  images  of  various
resolutions.  A  stacking  algorithm  is  used  for  further
optimization of the predictions. As a result, different results
were  obtained  in  two  and  multiple  classification  studies.
Accuracy values for two, three and four classes, respectively,
were specified as 98.1%, 95.1% and 91.7%.

In these three related studies [8-10], it is clearly seen in
Table 2 that each study conducted a classification study on
the number of different classes such as two, three, and our
study  with  classification  studies  on  three  classes  in  the
sample studies from Table 2. If compared, we have obtained
the  highest  accuracy  result  with  the  architecture  of  the
proposed CNN model.

III. METHODOLOGY

A. Deep Learning

 Deep learning is an exciting branch of machine learning
that is a subfield of artificial intelligence. Deep learning is
used to teach machines and systems things that people can do
with  large  amounts  of  data  used  in  machine  learning
methods. Some of the most exciting and challenging topics
such as the detection of certain  objects  in the image [11],
exploration  of  the  environment  in  autonomous  vehicle
systems,  natural  language  processing  [12]  are  among  the
subjects of interest of deep learning [13] [14].

B. CNN Metod

Convolutional neural networks (CNN), a deep learning
technique, is a powerful neural network. Deep Convolutional
Neural  Network is a special  type of Neural  Networks that
performs  exemplarily  in  various  competitions  related  to
computer  vision  and  image  processing. Some  of  CNN's
exciting  areas  of  application  and  study  include  Image
Classification  and  Segmentation,  Object  Detection,  Video
Processing  and  Speech  Recognition.  Deep  CNN's  strong
learning ability is primarily due to the use of multiple feature
extraction stages that can automatically learn representations
from the data. The availability of large amounts of data and
advances in hardware technology have accelerated the search
in CNN’s.

 A typical  CNN architecture  usually  includes  alternate
convolution  layers.  The arrangement  of  CNN components
plays a fundamental role in designing new architectures and
thus achieving improved performance [15].

C) CNN Layer Structure
 Convolutional Layer: In this layer, which forms the basis
of  CNN,  the  transformation  process  is  performed  by
circulating a certain filter created on all images in the data
set.  Dividing  an  image  into  small  blocks  helps  to  extract
feature motifs [15].

 Pooling Layer: It  is the layer used to reduce the creep
size of the representation, parameters within the network and
the number of calculations. In this way, incompatibility in the
network is checked. Summarizes similar information in the
neighborhood of the recipient area and gives the dominant
response in this local area [15].

 Activation Function: This function serves as a decision
function  and  helps  to  learn  complex  patterns.  With  the
selection of an appropriate activation function, the deep web
is  turned  into  a  nonlinear  structure,  thus  accelerating  the
learning process [15].

 Batch  normalization:  Batch  normalization  is  used  to
address issues with internal covariance shift in feature maps.
Internal  covariance  shift  is  a  change in the distribution of
values of hidden units and slows convergence [15].

 Dropout: It  is  one  of  the  most  used  networking
techniques in deep learning. When working with large data
sets, memorization may often occur in the model. In order to
prevent this, the main goal is to increase the learning of the
network  by  removing  some  connections  or  units  in  the
network and to prevent memorization [15].

 Fully  connected  layer: The  fully  connected  layer  is
mostly  used  at  the  end  of  the  network  for  classification.
Unlike pooling and convolution, this is a global process. It
takes input from the feature extraction stages and analyzes
the  output  of  all  previous  layers  globally.  As  a  result,  it
creates a nonlinear combination of selected features used in
data classification [15].

IV. DATA SET

In our experimental analysis, a data set that is accessible
to  everyone  was  used  and  the  classification  process  was
applied on three different classes. The entire dataset is X-ray
images and each image has been converted to PNG format.
Since  Covid-19  is  a  new  disease,  the  number  of  images
related  to  this  virus  is  limited.  This  study was  conducted
using the data set  shared  by a  researcher  named Tawsifur
Rahman via the Kaggle website [16]. 

There are three classes in the dataset, namely the Covid
class with X-ray images of Covid-19 patients, the Normal
class with normal X-ray images, and the Viral class with the
Viral Pneumonia X-ray images.  In the data set, Covid-19,
Normal,  Viral  classes  are  1143,  1341  and  1345  data,
respectively,  and the total  number of  data is  3829.  In the
experimental  analysis,  80%  of  the  data  set  was  used  as
training data and 20% as test data. Some samples for each
class are shown in Fig. 1.
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V. PROPOSED METHOD

The CNN is used to classify the input images into three
different classes as mentioned above. The CNN architecture
used in the study is show in Fig. 2. As a processing step, we
first resized all images to a fixez size 64x64 so that the model
can  input  the  images  of  same  dimension.  It  also  helped
process every image with less time.

 The layer structure of the CNN model is as follows and
the  operations  started  with  the  filter  created  in  the
Convolutional  layer  with a size of  11x11.  Relu activation
function is used in for each layer. For the last layer, Softmax
activation  function was used  in the dense fully connected
layer.

VI. EXPERIMENTAL RESULTS

A. Experimental setup

For the experimental purposes, the data set was divided into
training  (80%)  and  testing  (20%)  subsets.  During  the
training, hyperparameters were also obtained that produced
optimal results for CNN architecture such number of layers
and  batch  size.  Moreover,  the  experiments  were  run  in
Matlab © Environment with a processor of 2.7 GHz speed,
RAM 16 GB and CPU.

B. Metric Calculation

The proposed method was evaluated using four different
metrics: Accuracy (Acc), Precision (P), Recall (R) and F1-
score. These metrics are defined as:

Accuracy:   It  is  the  value  calculated  by  the  ratio  of
correctly predicted areas in the model to the total data set.
Recall: Positive is a metric value that shows how much of the
transactions that need to be predicted as Positive. Precision:
It is the value showing how many of the values predicted as
Positive  are  actually  Positive.  F1-Score:  It  is  the  value
showing the harmonic average of the Precision and Recall
values.

Accuracy: TN+TP/TP+TN+FN+FP                               (1)  

Recall: TP/TP+FN                                                         (2)   

Precision: TP/TP+FP                                                    (3)   

F1-Score: 2*Precision*Recall /  Precision+ Recall     (4)  

C. Evaluation

Three different optimizers tested to see which optimizer
performs best  on the data set  used in  this  study for  three
different class identification. The purpose of this is to obtain
the result with the best accuracy value. Optimizers used are
Adam,  Adadelta  and  SGD  optimizers.  The  overall  results
obtained for our experiments are summarized in Table I. The
best optimizer in the study was Adam optimizer with 95.9%
accuracy.  The  accuracy  values  of  Adadelta  and  SGD
optimizers are 95.4% and 92.1%, respectively.

Accuracy and error graphs of the results obtained from
three different optimizers used in this study are shown in Fig.
4  -  8.  The  accuracy  and  error  charts  of  Adam optimizer,
which is the first optimizer used in the study, are given in
Fig.  3  and  Fig.  4  respectively.  For  the  Adam  optimizer,
Accuracy: 95.9, Precision: 96, Recall: 96 and F1-Score: 96.

The  accuracy  and  error  graphs  of  Adadelta  optimizer,
which is the second optimizer used in the study, are given in
Fig.  5  and  Fig.  6  respectively.  For  Adadelta  optimizer,
Accuracy: 95.4, Precision: 95, Recall: 96 and F1-Score: 95.

The accuracy and error graphs of SGD optimizer, which
is the last optimizer used in the study, are given in Fig. 7 and
Fig  8,  respectively.  For  SGD  optimizer,  Accuracy:  92.1,
Precision: 92, Recall: 92 and F1-Score: 92.

TABLE I: THE OVERALL RESULTS OBTAINED FOR CNN (%) 
Optimizer Data Classes Acc P R F1

Adam

X-ray images 3

95.9 96 96 96

Adadelta 95.4 95 96 95

SGD 92.1 92 92 92

*Acc = Accuracy, P = Precision, R = Recall, f1 = F1-score

 Fig. 1  Sample images used in this study. (a) Covid-19 cases
(b) Normal cases (c) Viral Pneumonia cases.

Figure 2 :Architecture of the CNN model used in the study
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Figure 8: SGD optimizer error graphs

Figure 6: Adadelta optimizer error graphs

Figure 4: Adam optimizer  error graphs
Figure 3: Adam optimizer accuracy graphs

Figure 7: SGD optimizer accuracy graphs

TABLE II :COMPARATIVE ANALYSIS OF PROPOSED METHOD WITH STATE OF THE ART TECHNIQUES FOR COVID-19 CLASSIFICATION FROM
X-RAY IMAGES

Ref Model/Method Type Data Type Class Acc P R F1-score

[8]
CNN-based Deep Convolutional 
CAPSNET

X-ray
images

2 97.23 97.08 - 97.24

3 84.22 84.61 - 84.21

[9]
Pretrained Xception-based Deep 
CNN CoroNet

X-ray
images

2 99 98.3 99.3 98.5

3 95 95 96.9 95.6

4 89.6 90 89.92 89.8

[10]
Transferable multi-receptive 
features optimizer with Deep 
CNN-based CovXNet

X-ray
images

2 98.1 98 92.83 98.5

3 95.1 94.9 90.3 95.5

4 91.7 92.9 89.9 92.6

Recommended CNN Adam X-ray
images 3

95.9 96 96 96

Adadelta 95.4 95 96 95

SGD 92.1 92 92 92

Figure 5: Adadelta optimizer accuracy graphs
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VII. CONCLUSION

In this study, we propose the CNN model, which is an
important deep learning model for classifying the diagnosis
of  Covid-19  disease  using  chest  x-rays.  Classification
processes  were  carried  out  on  X-ray  images  of  Covid,
Normal and Viral classes with the proposed CNN model. The
data  set  used  in  the  study  was  divided  into  two  as  80%
training and 20% test  data.  During the training, the epoch
value was determined as 30. The results obtained in the study
have been tested for different optimizers of the CNN method.
These  are  Adam,  Adadelta  and  SGD optimizers  and  their
accuracy  values  were  found  to  be  95.9,  95.4  and  92.1,
respectively.  As  a  result  of  the  comparison  of  the
classification studies on three classes in the reference studies
and our study, it is seen that the highest accuracy value was
obtained with the architecture of the CNN model, which we
recommend. Considering these results, it has been concluded
that the subject and the study are worth improving.
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Abstract—In developing countries, energy usage has 

increased with remaining population, industry, widespread 

technology and the increasing trend of economy. The main 

energy source of this increase is electricity. From this 

perspective, the forecasting of electricity fraud has an important 

role in the control of this trend to support, run, plan of 

distribution network's investment. High percentage of fraud in 

this region damages both the region economy growth and also 

electricity distribution network. The main source of Fraud 

usage comes from industry so fraud detection is very hard. So 

with the correct analysis of daily usage, the usage before theft 

and last usage of electricity which retrieved from Automatic 

Meter Reading System (AMRS), we can forecast future theft 

with Deep Learning. If we use more than one method so we can 

decide to use one that gives us the best proven. 

Keywords—Electricity Distribution, Lost and Fraud 

Prediction, Deep Learning, Artificial Intelligence 

I. INTRODUCTION  

Both electricity loss and fraud may be technical or non-
technical. Electricity fraud is generally a non-technical type of 
fraud, which can be performed in several ways such as 
intervention in the meter, external intervention to the 
electricity line, non-payment of invoices, and invoice 
irregularities [1]. This study will focus on illegal electricity, 
intervention to the meters or external interventions to the 
electricity line. With field operation, it is very hard to identify 
such frauds. So data of the AMRS’s which consists of indexes 
of usage are analyzed with the models of deep learning to 
predict high possibility theft usage on the power line. 

Electricity distribution consists of an interconnected 
network that distributes electricity at large scale. In some 
cases, the distribution network spans over many countries. 
Even a small interruption or outage in the distribution network 
can cause a disruption at large scale across countries [2]. A 
simple disruption in a region with high electricity loss and 
fraud can actually affect the whole system in country and its 
neighbours. Therefore, it is important to identify the electrical 
loss and fraud as high outage of electricity effects both 
production industries and public institutions such as hospitals, 
schools, sewage treatment, plants.  

The literature indicates that some researchers have already 
work war prediction and identification of electricity theft and 
loss. Some of them based on the electricity usage data on low 
tension electric installation [3]. Irregularity detection on low 
tension electric installations uses ensemble model of neural 
networks to increase the level of accuracy to identify 
irregularities. The data retrieved from usage of Light S.A. 
Company, the Rio de Janeiro in Brazil. The proposal consists 
of two modules part; one of data mining to obtain the correct 
subscribers and the other for classification of the subscriber. 
Each module has 5 neural networks which each of classifies 

output that indicates whether there is fraud or not. Low tension 
electricity usages don't decisive to reduce the rate of fraud 
regionally, however it reduces individual fraud. 

On the other hand, the other proposal implements a neural 
network as previous one but additionally suggest hierarchical 
model for classification of customers with library of support 
vector machines (SVM) which is required properly 
parameters and a training function [4]. When evaluated in 
terms of feasibility, normally selection of the parameters is 
very hard because it takes a lot of time for evaluation of instant 
consumption. With the NN it could be facilitated to predict 
classification. 

Some researchers have proposed methods based on 
supervised machine learning.  For instance, in [5] both gas and 
electricity consumption data was used. Learning is improved 
controlling the accuracy with campaign feedback and newly 
detected technics of fraud usage. The data has no regional 
characteristics which are not localized and at the same 
geographical climates also retrieved both gas and electricity 
consumption. So the learning model could not be used for 
local consumption and fraud detection. 

Since obtaining data on large scale is difficult, therefore 
the data analysis were performed  on a regional basis. Table 1 
includes the top 7 distribution companies that are exposed to 
the most illegal use by distribution region and their fraud rates 
[6]. Dicle Electricity Distribution Region consists of 
Diyarbakır, Şanlıurfa, Mardin, Siirt and Şırnak provinces. The 
region covers most of the Southeastern Anatolian provinces 
that are developing compared to the west of the country. It is 
a gateway to countries such as Iraq, Iran, Saudi Arabia and 
Egypt. Therefore, it has an important position in terms of 
energy and information transfer to these regions. The Loss and 
Fraud rate in the region is 51% as of 2020. With this rate, it is 
seen that there is a long way to go [7]. 

In addition, the region's other important parameters of 
energy usage are constantly increasing population and GDP. 
Population growth has reached 6.5 million from 5 million in 
2010 with an annual average increase of 2.5%, and the GDP 
growth has approached from 36 million TL to 120 million TL 
with an annual average increase of 19% in 2010 [7]. 

The development of the region, being a gateway to 
developing countries, includes important opportunities with 
its constantly increasing population and GDP. In this respect, 
loss and fraud prediction is important both to support this 
development and to provide projection to infrastructure and  
superstructure works, and to increase the profitability of the 
company. This will ultimately help the industry to grow and 
improve the overall economic stability of the country by 
providing input to economic activities of country. 
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TABLE 1 DISTRIBUTION REGION LOSS AND FRAUD RATES (%) [6] 

Distribution Company Target year 2013 Realized year 2013  Target period (2015)  Realized period (2015) 

Dicle Elektrik 71,07 75,41 49,03 -26,38 

Vangölü 52,1 65,84 35,94 -29,9 

Aras 25,7 27,58 17,73 -9,85 

Toroslar 11,8 15,24 10,72 -4,52 

Yeşilırmak 9,41 11,47 8,78 -2,69 

Akdeniz 8,05 11,32 8,02 -3,3 

Boğaziçi 10,76 9,89 9,78 -0,11 

 

In this paper, we performed a detailed comparison of deep 
learning and traditional machine learning methods for 
electricity theft detection. With ANN, Random Trees, Logistic 
Regression, and Linear Support Vector Machines to predict 
most accurately after classification using training data which 
is real and on a regional basis. The methodology was validated 
and its result are detailed in the following section. 

The rest of paper consists of five more sections. Section-I 
explains the methodology, section II explains describes the 
dataset. The following section IV and V present proposal 
method experimental results respectively. Finally, the paper is 
completed with conclusion. 

II. METHODOLOGY 

There are generally two types of predictions: qualitative 
and quantitative. Qualitative estimation is mostly based on the 
interpretation of experts who have experience in the field. 
Quantitative estimation is based on accepted and proven 
mathematical functions. Therefore, in this article, a 
comparison has been made using the quantitative estimation 
method such as ANN (Artificial Neural Network, Artificial 
Neural Networks), Random Forest, Random Trees, Logistic 
Regression, Linear Support Vector Machines. Following 
sections describe the algorithms used in this study. 

A. Artificial Neural Network 

Artificial neural networks are a computing technology 
inspired by the information processing technique of the human 
brain. The operation of the simple biological nervous system 
is imitated with ANN. In other words, it is digital modeling of 
biological neuron cells and the synaptic connection between 
these cells. Neural Network is a structure established in layers. 
The first layer is called input and the last layer is called output. 
The layers in the middle are called "Hidden Layers". Each 
layer contains a certain number of “Neurons”. These neurons 
are linked to each other by "Synapse". Synapses contain a 
weigh. These weighs indicate how important the information 
in the neuron to which they are attached.  

Consider that 𝑥0  is an input value and the weight in 
dendrite (𝑤0) are multiplied, (𝑥0 .  𝑤0) is transmitted to the 
nerve cell and this multiplication is done in the nerve cell. 
After all input and weigh multiplied, all these results are 
summed. In other words, weighted addition is done. Then, 
after being summed with a bias (b), the activation function is 
then transferred to the output. This output can be the final 
output or the input of another cell. Mathematically, weights 
and inputs are multiplied finally bias is added. Thus, a simple 
mathematical model is obtained. 

B. Random Forest 

Random Forest is a highly effective algorithm developed 
by Breiman (2001). Random Forest is a collective learning 

algorithm consisting of many individual training data. 
Random selection is used with generate random sets to create 
Random Forest Setup. While in standard trees each node is 
branched using the best split among all variables, in the 
Random Forest each node is branched using the best among 
randomly selected subsets of prediction at that node [8] 

C. Random Trees 

Random Tree is a classification algorithm that generates a 
tree by taking randomly selected features on a certain number 
of nodes in each node. There is no pruning and there is an 
option that allows prediction of class probabilities based on 
the data set held [9]. 

D. Linear Support Vector Machine (LSVM) 

Support vector machines are mostly used to separate 
binary classification data, for example separating each data in 
a data set into female or male. On the other hand, the data can 
sometimes belong to more than two classes. In such cases, the 
basic SVM algorithm becomes dysfunctional. For example, 
the classification of a data set where certain characteristics of 
dogs of different breeds are kept based on these characteristics 
[10]. SVM is based on the principle of inherent risk 
minimization. SVM can be analysed theoretically using 
concepts in computational learning theory and can achieve 
good performance in real world problems. Support vector 
machines are supervised learning models that select a small 
number of critical boundary samples called support vectors 
from each class and create a linear discriminant function that 
separates them as much as possible [11].  

III. DATASET  

A. Training Data 

As a requirement of deep learning, we will first try to 
obtain training data. Firstly, training data was obtained by 
using the data obtained from Automatic Meter Reading   

System (AMRS) and enriching the data obtained in SYS 
(Field Management System). The subscriber information and 
the date when the fraud was detected was obtained from the 
SYS system. On the other hand, from the AMRS system, the 
usage before the date of fraud detection (BF), the usage after 
the date of fraud detection (AF), the date of the prediction 
(SYS), the indication that shows it is fraud or not are retrieved 
for four weeks. Special information such as the Subscriber 
Number in the data provided here has been changed because 
it is private as summarized in Table 1. In order to understand 
the increase between these usages, the rates of this information 
on the basis of rows are used as input parameters. There is a 
total of 2,993 rows of training data.  Since the data here are 
training data, there is no subscriber information. The second 
important column here is the Target column. The training
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 TherRSalso by dividing each column into one in weekly 

 
FIGURE 1 PREDICTION MODEL 

 
TABLE 2 SAMPLE CONSUMPTION DATA 

No BF_1 BF_2 BF_3 BF_4 AF_1 AF_2 AF_3 AF_4 SYS_1 SYS_2 SYS_3 SYS_4 

1 20,32 20,66 28,07 29,04 21,53 30,53 30,62 38,88 42,07 40,56 37,93 42,93 

2 60,9 55,87 58,5 42,62 259,1 170 275,4 269 40,87 25,25 23,65 16,77 

3 34,76 34,95 35,29 37,26 36,1 35,73 40,09 45,42 91,74 78,53 77,47 67,41 

4 163 165,2 144,7 176,8 72,91 30,28 34,33 33,94 30,03 41,71 29,97 32,2 

5 721,3 700,9 962,4 802,9 1322 769,9 620,4 699,3 0 1709 1720 1326 

 

TABLE 3 SAMPLE TRAINING DATA 

No 
BF_AF_

RATE_1 

SYS_BF_RA

TE_1 

BF_AF_RA

TE_2 

SYS_BF_RA

TE_2 

BF_AF_RA

TE_3 

SYS_BF_RA

TE_3 

BF_AF_RA

TE_4 

SYS_BF_RA

TE_4 

TARG

ET 

1 0,94 2,07 0,68 1,96 0,92 1,35 0,75 1,48 1 

2 0,24 0,67 0,33 0,45 0,21 0,4 0,16 0,39 1 

3 0,96 2,64 0,98 2,25 0,88 2,2 0,82 1,81 0 

4 2,24 0,18 5,45 0,25 4,22 0,21 5,21 0,18 1 

5 0,55 0 0,91 2,44 1,55 1,79 1,15 1,65 0 

 

 

TABLE 4 SAMPLE TEST DATA 

SUBSCRIBE

R_ID 

BF_AF_RAT

E_1 

SYS_BF_RA

TE_1 

BF_AF_RAT

E_2 

SYS_BF_RA

TE_2 

BF_AF_RAT

E_3 

SYS_BF_RA

TE_3 

BF_AF_RAT

E_4 

SYS_BF_RA

TE_4 

10000000 1,16 1,10 2,03 0,94 1,30 0,79 1,54 0,70 

11111111 0,37 0,75 0,55 0,85 0,46 0,78 0,89 0,88 

22222222 1,00 4,92 0,48 2,96 0,29 5,75 0,26 4,14 

33333333 1,15 2,76 0,20 1,78 0,20 2,38 0,19 1,77 

44444444 1,93 3,73 0,27 5,43 0,17 5,67 0,20 5,39 

55555555 0,92 1,55 0,68 2,53 0,58 1,33 0,65 1,03 

66666666 0,82 1,05 0,33 1,69 0,53 1,51 2,37 0,89 

77777777 1,20 0,69 0,17 6,26 0,35 3,91 0,83 1,10 

77777788 1,00 5,11 0,90 3,21 0,96 2,07 1,18 1,50 

99999999 0,00   0,00   4,11 0,01 0,78 0,00 

 

398



data summarized in Table 3 retrieved also from the AMRS 
system, including the Target Value information, training data 
also doesn’t contain the subscriber value. The ratio is obtained 
by dividing each column into one in weekly basis, the columns 
are summarized in Table 2. If any rate divergent to 1, it 
indicates that there is probably fraud usage. Because if there 
are common usages, the consumptions are close to each other 
so dividing convergent to 1.  

TARGET as a boolean field; 

𝑇𝐴𝑅𝐺𝐸𝑇 = {
1,  𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝐹𝑟𝑎𝑢𝑑
0, 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑁𝑜 𝐹𝑟𝑎𝑢𝑑

 (1) 

 

B. Prediction Test Data  

The data retrieved from the AMRS system, including the 
subscriber information summarized in Table 4. In this data 
there is not target column. Each column has its own rate of 
before usage of fraud, after usage of fraud or consumption on 
the date of test into one in weekly basis. Each column 
summarized in Table 4 have similarities with the training data 
of the table summarized in Table 3 except Target Value and 
Subscriber ID. Using this dataset in Table 4 prediction will be 
made and thus the illegal usage of the subscriber will be 
predicted. The total number of test data is 3.715. 

BF/AS :Before/After Fraud (Pre-Fraud/Post-Fraud) 

SYS :Fraud on System Date 

BF_AF :Ratio of Pre-Fraud to Post-Fraud  

SYS_AF :Ratio of System Date Fraud to Post-Fraud 

SYS_BF :Ratio of System Date Fraud to Pre-Fraud 

IV. PROPOSED MODEL 

In order to detect fraud, we need weekly usage data 
obtained from AMRS system and fraud data obtained from 
SYS system to determine whether there is fraud or not. We 
took pre-fraud and post-fraud data, as well as the ratios 
between the current usage, and we will get how the usage 
pattern has changed in these time periods proportionally and 
linearly. If the use is not fraud, it is expected that the rates 
before or after the fraud will be convergent to 1, that means, 
the usage will not change much (1). If there is a fraud, it is 
expected that there will be no big changes in these ratios and 
the linear distribution of these rates. The target (2) and (3) 
equations in which the fraud occurred from the SYS System 
will enable us to evaluate the realization of these rates and to 
turn this into a training data. We will be able to obtain the 
success rate by giving the training data in Table 2 as the input 
parameter to the Deep Learning methodologies, and then 
comparing the actual value with the predicted value after the 
prediction. We will make our prediction by developing 2 
projects in SPSS Software. One of them will be our modelling, 
the other will be the project where our prediction is made with 
this modelling and the results are obtained.  

𝐵𝐹𝑛_𝐴𝐹𝑛 =  
𝐵𝐹𝑛

𝐴𝐹𝑛
 (2) 

𝑆𝑌𝑆𝑛_𝐴𝐹𝑛 =   
𝑆𝑌𝑆𝑛

𝐴𝐹𝑛
 (3) 

A. Modelling 

The training data in Table 2 is used as input for our 
modelling. We classify the rates in our input we use as. We 

will divide each of our proportions into 36 parts. What is 
important here is that if our success rate is low, we will 
increase our success rate by taking our classification lower or 
higher. Also in here some SPSS Models are used to create 
prediction model and binning values. After the model are 
created, it is compiled retrieving data which is already 
prepared with ETL process on the database preparing a cube 
and create some binning values to create prediction model. 

B. Prediction 

After model is ready we can make our prediction on the 
test data in Table 3 with the classification algorithm we have 
obtained through modelling. Classified binning values are 
used to create prediction mode. Each of prediction model of 
ANN, Random Forest etc. which are created before on the 
stage of Modelling are used individually to calculate its 
prediction value of fraud. Also predicted values are viewed, 
analyzed and confusion matrix calculated by SPSS tools. 

V. EXPERIMENTAL RESULTS 

Experiments were performed with five different models on 
our dataset to evaluate their performance. The detailed result 
of sample data obtained from ANN Model are summarized in 
Table 5. Because the test data for the other models are similar 
to  Table 5, the test data aren’t given for all. In the Test Data, 
as given in training table, there are rate of the pre-fraud to 
post-fraud usages, rate of pre-fraud to system date usages, rate 
of the post-fraud to system date usages for 4 weeks for each. 
All rows (which means all subscriber in the table) has high 
probability of fraud usage because the column of Target 
divergent to 1. This subscriber should be controlled with the 
field operation to be sure whether there is fraud usage or not. 
With this operation the test data can be examined. Also 
comparative table of results that indicates the accuracies are 
summarized in Table 6 As it can be seen from table, almost all 
model has the same accuracy except the Random Trees. 
Accuracy rate are mostly %83. The important amount here is 
fraud usage prediction. Most of all are very small amount of 
fraud usage. The main target is to find the fraud usage. So the 
amount of fraud should be increased. The percentage of 
accuracy for Random Tree is very low. Because it is a 
classification algorithm that creates a tree by taking randomly 
selected features in a certain number of nodes in each node. 
Our learning and test data are not categorical data, they do not 
have a tree-pattern structure. Therefore, the accuracy 
percentage is very low for the Random Tree.  

As it can be seen from Table 6, we can evaluate the 
probability of illegal usage of the relevant subscriber on the 
basis of Subscriber ID as a percentage in the Target column 
on the data we predict, and concentrate on the fraud controls 
of these subscribers. When the weekly consumption chart of 
these subscribers is examined, the rates of BF_AF and 
SYS_BF are far away from 1. If these rates can be more less 
than 1 or greater than 1. This means usage of electricity are 
not regular. So the irregularity of subscribers' usage can be 
understood looking at the rate. 

VI. Conclusion 

In this paper, we exploited different types of machine 
learning techniques for identification of theft/loss of 
electricity in various regions in Turkey. The obtained results 
indicate that machine learning methods were effective. In 
future, we would like to extend our method on more regions 
and apply deep learning methods for higher accuracy. 
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TABLE 5 PREDICTION RESULTS OBTAINED FROM TEST DATA 

SUBSCRIBER_

ID 

BF_AF_RATE

_1 

SYS_BF_R

ATE_1 

BF_AF_RA

TE_2 

SYS_BF_R

ATE_2 

BF_AF_RA

TE_3 

SYS_BF_R

ATE_3 

BF_AF_RA

TE_4 

SYS_BF_R

ATE_4 

TARG

ET 

222222 1,56 0,00 70,41 0,00 931,80 0,00 1,87 0,00 0,80 

333333 3,79 0,04 103,37 0,00 10,08 0,00 2,56 0,00 0,80 

444444 1,26 2,33 89,69 0,03 6,30 0,35 2,01 1,00 0,80 

555555 0,67 0,02 91,33 0,02 0,93 0,02 197,45 0,01 0,80 

666666 0,02 37,38 104,62 0,63 0,52 0,05 0,03 1,48 0,80 

 
TABLE 6 CONFUSION MATRIX OF  PREDICTION  FOR EACH MODEL (%)  

  ANN  Random Forest  Random Trees 

 
Predicted 
No Fraud 

Predicted 
Fraud Exists 

 
Predicted 
No Fraud 

Predicted 
Fraud Exists 

 
Predicted 
No Fraud 

Predicted 
Fraud Exists 

Actual 
No Fraud 2484 3  2484 3  1707 780 

Actual 
Fraud Exists 502 3  497 8  149 356 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

𝑇𝑜𝑡𝑎𝑙
 83% 

 
83% 

 
69% 

         
 

 Logistic Regression  LSVM  

 
Predicted 
No Fraud 

Predicted 
Fraud Exists 

 
Predicted 
No Fraud 

Predicted 
Fraud Exists 

 

Actual 
No Fraud 

2484 3  2487 0  

Actual 
Fraud Exists 

497 8  503 2  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

𝑇𝑜𝑡𝑎𝑙
 83% 

 
83%  
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Abstract— The data gathered from the information system 

of Neuroradiology, Department of Neurosciences in “Mother 

Teresa” University Hospital Center in Tirana, Albania is 

composed of text and scan images. The textual information is 

very important as it not only represents the data about the 

patient but also the radiological interpretation of the images can 

help the physicians in medical diagnosis and patient treatment.  

Text classification would help further in analyzing the data and 

automatic classification into classes of interest. A dataset of 1313 

radiology reports classified by radiologists in 6 categories is used 

in this study to analyze and compare two types of classifiers: the 

Naïve Bayes and character level n-gram classifier trained using 

sequences of three, four, five and six characters. Experimental 

results show that the most successful classifier is the Naïve Bayes 

classifier with best efficiency and accuracy reaching 98%.  

Keywords—text classification, Naïve Bayes, character n-gram. 

 

INTRODUCTION  

Healthcare Industry produces a vast amount of data. The data 

that comes from different resources needs to be organized, 

transformed and processed in order to get information and 

help in decision making process. To better identify diagnosis, 

treatment and characteristics of the patient it is important to 

analyze the healthcare data.   

 

Neuroradiology Service at Department of Neurosciences, 

University Hospital Center “Mother Teresa” in Tirana, 

Albania gathers data about patient, radiologist reports and 

scan images in DICOM (Digital Imaging and 

Communications in Medicine) format from CT Scanner or 

Magnetic Resonance.  In [1] we proposed a  Single  Page  

Application (SPA) that will integrate the patient’s data, report 

from radiologists and the DICOM scan images into a 

Radiology Information System. Although this system fulfills 

one of the main challenges that faces medical systems such as 

integration of many different data into one system a lot of 

work should be done towards analysing, searching and finding 

hidden knowledge from the data. 

 

Precision medicine that takes individual variability into 

account encourages  computational tools for analysing large 

sets of data [2]. Automatic text classification of the medical 

documents,  known as text categorization is one of the 

fundamental tasks with broad applications. It offers the 

possibility to assign a text into a set of predefined classes or 

categories [3]. It has a crucial role in healthcare, in predicting 

diseases and also in analyzing the content of the radiology 

reports.  

 

Electronic health records are growing tremendously in 

medical centers, hospital, etc. Processing clinical free-text 

reports have become a considerable challenge in order to 

improve clinical research and patient care [4]. The data that is 

found in medical documents  presents several challenges for 

classification such as  it is unstructured and may be produced 

by several radiologists which have different way of writing. 

These reports integrate the patient data and interpretation of   

the radiology scan images. Although the documents in each 

category  have differences they have a lots of keywords  and 

phrases in common which will help in their classification.  

 

Finding the model that will be used for text classification 

includes different stages from data gathering, data selection, 

data transformation, choosing the classifier, training of the 

model and its evaluation. There are different classifiers  for 

classification of text into categories such as Naïve Bayes, 

Decision Trees, K-Nearest Neighbors, Support Vector 

Machine, etc.    

 

In this paper, a dataset that is labeled into 6 categories by 

radiologists is used to develop a classification model. This 

model can be used to classify a larger dataset of unclassified 

medical reports in the future. The classifiers that will be 

trained and evaluated from these data will be Naïve Bayes and 

character level n-gram with three, four, five and six grams. 

 

The rest of this paper is organized as follows: in section 2,  the 

related work is presented, in section 3 the algorithms that are 

used to build the classification models are described followed 

by section 4 which will present the experiments and results.  

and concluded by  section 5, in which the conclusions of this 

research are drawn, and the future work is presented. 

 

RELATED WORK 

The most important part of the information of the patient at 

the radiology reports is free text and most of them remain as 

unstructured text format [5, 6] so automated extracting and 

analyzing this information is very crucial in healthcare. 

Reviewing and collecting this data is a very time-consuming 

task. In this section, we have concluded some research work 

that has been done using the text classifiers in discovering 

medical knowledge from electronic medical records (EMR) 

and especially from different types of radiology reports.  

 

Y. Shen et al. proposed a method for extracting data and 

analyzing 30,000 electronic medical record (EMR) 

information. This method was efficient in calculating the 

possibility that a given patient will suffer from a specific 

disease and was developed using ontology Naïve Bayes [7]. 
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Naïve Bayes classifier is used also from M. Benndorf et al. 

[8] in developing a decision support tool on mammographic 

mass lesions focusing on two predictive variables that are the 

mass lesion morphology and the age of the patient. The 

classifier is used to relate combinations of BI-RADS (Breast 

Imaging,  Reporting and Data System) descriptors and 

patients’ age to categories of risk. This probabilistic classifier 

shows similar performance related to the clinical 

performance. The figure 1 represent Naïve Bayes classifier 

where “cancer” serve as the disease status and his relation to 

the predictive variables of the BI-RADS descriptors and age 

[8]. 

 

 
Fig. 1  Naïve Bayes Classifier [8] 

 

In [9] the researchers have evaluated radiological reports 

using supervised and unsupervised language modelling in 

Chest X-Ray and they have compared performance of testing 

sets using different classifiers like Naïve Bayes, Logistic 

Regression KNN, SVM, Random Forest, BERT etc. 

 

I. Krsnik et al.[10] consider the probability of extracting 

information automatically from 1295 narrative radiology 

reports. They have compared two methods of text 

classification: traditional classification models (Naïve Bayes, 

Logistic Regression, Support Vector Machine and Random 

Forests with Bag-of-Words features) with Convolutional 

Neural Network method together with dense word vectors as 

input features [10]. 

 

M. Pandey et. al. studied collected data from 2008-2018 of 

122,025 Computed Tomography (CT) reports with a total of 

11,808 patients suffering from heart failure. The approach 

demonstrated excellent accuracy. First of all, they trained the 

classifier by converting the output of the filter module into 

word embedding using TF-IDF (Term frequency - inverse 

document frequency). After that, the researchers trained the 

classifier with Naïve Bayes and SVM classifiers [11]. 

 

The researchers in [12] have created a machine learning 

model that automates the process of predicting and finding 

the most important sentences in clinical reports. This model 

has a very good performance in medical case reports.  

 

Bucher et al.[13] have studied 4716 patients. They compared 

the performance of the machine learning n-gram method and 

structured data that were collected from the e-health records 

and found that Natural Language Processing engine had 

excellent performance on document-level and also on patient-

level [13]. 

 

The platform that is developed by Wansing et al. [14] offers 

the possibility to upload bio datasets, share them and analyze 

different data using different methods like Naïve Bayes 

classifier, Multiclass Support Vector Machine, Support 

Vector Machine (SVM), k-nearest neighbor classifier, 

Decision trees, and Discriminant analysis classifier [14]. 

 

As we can see in the healthcare industry, the text 

classification into categories is the most widely used method 

for detection, forecasting and optimization [15]. 

 

RESEARCH METHODS 

 

Naïve Bayes is chosen as one of the classifiers that will be 

used on our documents to train a model because it is very 

simple and offers a good performance in classification of 

texts and documents [16].  

 

Naïve Bayes classification is used in classifying various 

models according to their features. It is based on a supervised 

learning algorithm that can do simultaneous multi-class 

predictions. The used data set classification is already known. 

It will be used to train and evaluate the model. Naïve Bayes 

classifier is one of the most efficient and simplest that can be 

useful for predicting different diseases and sometimes having 

a better performance than other methods in order to help 

radiologists, the doctors etc. in the process of decision-

making [17]. 

 

This model allows each attribute to contribute equally and 

independently.   

 

Let di denote a feature in the vector of document D<i>, i= 

1,2, ,n  and    C{c1,c2,…,ck} is the set of predefined classes.  

The classifier will assign a label cj from C to the document.  

Given the above data, the vector of attributes of the document 

and classes, by using Bayes' theorem we state our problem 

with the following formula: 

 

P(cj|D)   =
(P(cj)P(D│cj))

𝑃(𝐷) 
                                          (1)  

 

 

where cj from the set C is the class variable and D is 

dependent feature vector with dimension n. P(D|cj) is the 

distribution probability of document D in classes. 

Naïve Bayes classifier will appoint the document to the class 

with highest probability: 

 

                     NB(D)= argmax(j,P(cj|D))               (2) 

 

where argmax is a function that finds the argument j that 

gives the maximum value from the function P(cj|D).  

 

Assuming the naive conditional independence assumption 

that all features of D are mutually independent, conditional 

on category c: 

 
P(D|cj)=∏ 𝑃(𝑑𝑖|𝑐𝑗)𝑛

𝑖=1                                 ( 3) 

 

Equation (1) when we substitute (3) becomes: 

 

P(cj|D)   =
(P(cj) ∏ 𝑃(𝑑𝑖|𝑐𝑗)𝑛

𝑖=1

𝑃(𝐷) 
                           (4) 
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P(D) is identical to each class cj, therefore equation 2 

becomes: 

 

NB(D)= argmax(j, 𝑃(𝑐𝑗) ∏ 𝑃(𝑑𝑖|𝑐𝑗)𝑛
𝑖=1 )        (5) 

 

The features of the documents are character sequences 

converted to bags of tokens with counts.  

The character sequences will be converted into the sequence 

of tokens and counted forming a bag of words representation. 

A set of categories will be set at construction time. 

The probability of each category independent of the tokens as 

well as the probability that each token is in any category will 

be estimated. These estimates will provide zero probability 

for the cases that were not seen in the training process. For 

this reason we will use the additive  technique that adds a 

prior count to every count in the training data. 

 

The next classifier that will be used will be based on character 

level n-gram categorization. An n-gram is a chain of n 

consecutive characters of a string. The classifier, proposed by 

Kešeljet al. [18], compares the frequencies of the most 

common groups of n-characters in the documents that must 

be classified. 
 

This model has several advantages when compared to other 

models of text classification: it is language syntax and 

language semantics independent and it is not necessary to 

remove the stop words or to find the stems of the words [19]. 

Using the language independence feature of this classifier it 

can be applied to a new language discovering knowledge 

about the context and content [20].  
 

EXPERIMENTS 

The used dataset is constructed from 1313 patient data written 

in Albanian language and filled in an information system by 

the radiologists of Neuroradiology Service at Department of 

Neurosciences of Hospital Center “Mother Teresa” in Tirana, 

Albania. Albanian language is an Indo-European language 

that is complex because it has different forms for the same 

lemma. For example, nouns have different forms in singular 

and plural and verbs also.  

 

The data in the clinical report is composed of two main 

sessions: the data about the patient and the data of the 

examination. We will use data from the second session to 

construct the data set. 

 

We have used one field of the information system that is 

primary used for searching the documents. This field is 

plotted by the radiologists and we will use it to classify our 

data into 6 classes: head, spinal column, superior abdomen, 

inferior abdomen, left knee, right knee. These classes 

describe the part of the body that has been scanned.   

The data that has the medical report from the radiologist for 

the scanned images will be used to classify the document into 

one of these six classes.  

 

The data used for the training of the classifiers is extracted 

from the database of the information system. We are 

interested in two fields: the classification field and medical 

report. The data of these fields for each document is placed 

in one separate row in the resulted excel file. This file, used 

to store the data, will be used for training and testing. In figure 

2 two examples from the data from the categories: head and 

spinal column are shown. 
 

Classification Report Data 

Kokë Lezion temporal sin me shtrirje drejt insulës së kësaj 

ane që përforcon në mënyrë heterogjene pas 
injektimit të kiv me aspekt glioblastoma. Fossa 

krani posteriore pa lezione evidente. Cisternat 

bazale të lira. Ventrikujt me aspekt normal. Regjioni 
selar dhe paraselar me aspekt normal. Tonsilat 

cerebelare me pozicion normal. 

Kollonë Medula spinale me dimensione dhe strukturë 
normale. Prolabim diskal C3-4 median. Pa lezione 

evidente paraspinale. Në kolonën lumbare 

ndryshime degjenerative diskale. Pa imazh për 
hernie diskale. 

  

 Fig. 2  An example from the dataset of the data 

 

The code to train the classifiers and run the experiments was 

written in Java. The performance of each classifier will be 

measured in term of accuracy and time complexity. The time 

that takes a classifier to be trained is measured in 

milliseconds. These results are presented in the table 1.  

TABLE I.  TRAINING TIME OF CLASSIFIERS 

Classifier Naïve 

Bayes 

3-

grams 

4-

grams 

5-

grams 

6-

grams 

Training 

time (ms) 

194 336 335 359 379 

 

To test the classifiers in terms of classifying efficiency a 

dataset composed of 100 documents chosen at random from 

the set of all records was prepared. The time that takes a 

classifier to classify the prepared dataset was measured in 

milliseconds. These results are presented in the table 2.  

TABLE II.  EFFICIENCY OF CLASSIFIERS 

Classifier Naïve 

Bayes 

3-

grams 

4-

grams 

5-

grams 

6-

grams 

Efficiency 

(ms) 

172 302 206 208 236 

 

We conduct 10-fold cross-validation using Naïve Bayes and 

character level n-gram categorization with 3, 4, 5, 6 grams. 

The results of these experiments are presented in the table 3. 

Accuracy is used to compare the classifiers. 

TABLE III.  ACCURACY OF CLASSIFIERS 

Classifier Naïve 

Bayes 

3-

grams 

4-

grams 

5-

grams 

6-

grams 

Accuracy 0.981 0.977 0.973 0.974 0.973 

 

As we can see from these results the best efficiency and 

accuracy is reached by Naïve Bayes classifier. 

 

CONCLUSIONS AND FUTURE WORK 

In this paper we compared two classifiers that are used for the 

text classification of unstructured radiology reports written in 

Albanian language: Naïve Bayes and character level n-gram. 

The analyzed dataset is constructed from 1313 radiology 

reports gathered at Neuroradiology at Department of 
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Neurosciences, “Mother Teresa” University Hospital Center 

in Tirana, Albania.   

 

The experiments show that Naïve Bayes algorithm performs 

better than the other algorithm applied with different n-grams 

in terms of efficiency and accuracy. This classifier reaches a 

very good performance as well as the other classifiers, but 

further analysis should be done in other types of medical 

documents written by a larger number of physicians.  

 

In the future, we plan to use the relations of the known 

concepts to construct an ontology that will be used in the 

classification of documents. 

The ontology will present the semantic relationships about 

the radiological tests and possible diseases related to the body 

parts that are usually referred by the physicians to be scanned.   
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Abstract— This work looks at the literature on the 

interaction and possible collaboration areas between the 

blockchain technology and artificial intelligence (AI) that can 

benefit both. Blockchain has gained considerable popularity 

because of cryptocurrencies and has been one of the centers of 

interest and research recently. Like any other technology, it 

brings its own buzzwords such as smart contracts, proof of 

work, and consensus algorithm together with their shortcomings 

which AI can help with. Similarly, blockchain technology can 

provide the reliable and quality data that AI algorithms need for 

more accurate results.   
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I. INTRODUCTION 

Technological developments affecting humanity have 
always been the result of an accumulation of knowledge that 
transformed the way we carry out our daily activities. Many 
innovations, from the evolution of computing to the use of the 
internet have taken a similar path of evolution. Artificial 
intelligence which started in 1950s has now been mingled with 
blockchain and cryptocurrencies [1], which are widely 
discussed today, have a similar history. Merkle trees, started 
in the 1970s [5] and widely accepted as the foundation of 
blockchain, form the digest of all the transactions in a block.  
The impact of new technologies in our lives may be hard to 
predict. To some the idea of blockchain and the way it has the 
potential to transform the way we go about daily activities is 
revolutionary. Now artificial intelligence can help the 
blockchain technology to take its accomplishments even 
further by providing the tools where blockchain technology 
falls. Short.  It is probable that in the next few decades, we will 
witness many innovations that both technologies can bring to 
our lives. It is of great importance that study subjects with such 
great potential are maintained under the same roof. 

Blockchain technology in the simplest terms is a data 
center [4]. The most important feature of blockchain systems 
from the perspective of artificial intelligence is that it can 
provide the reliable and high quality data that artificial 
intelligence algorithms crucially depend on for accurate 
predictions. At the same time, artificial intelligence can help 
the blockchain technology with the structural problems that it 
faces. Therefore, the purpose of this study is to focus on the 
symbiosis of both technologies and look into the effects of 
such a work together. The fact that blockchain technology has 
the potential and been used outside of the financial 
applications today and the fact that artificial intelligence 
algorithms are used behind the scenes in many applications 
could be an indication that blockchain and artificial 
intelligence hybrid solutions will appear more in the near 
future. 

The concept of Blockchain Intelligence [71] has already 
been mentioned in some studies. Blockchain systems have 
been added as a layer in software systems to benefit from the 
advantages brought by the blockchain technology. As opposed 

to blockchain’s integration into the system as a layer after the 
system is developed, new systems will have the blockchain 
intelligence integrated in the system while it is being 
conceptualized.    

The flow of our study is planned as follows: First, a 
detailed blockchain technology introduction is made in the 
second part. In the third part, artificial intelligence is 
summarized with the emphasis of both technologies’ support 
for each other. In the fourth chapter, blockchain intelligence is 
detailed and introduced through an example. 

II. BLOCKCHAIN TECHNOLOGY 

Bitcoin, which is based on blockchain technology, was 
introduced in 2008 by Satoshi Nakamoto [1]. After bitcoin, 
blockchain technology has become a popular subject that has 
been widely studied both by private sector companies and 
academicians [2][3]. 

Blockchain architecture was proposed by Stuart Haber and 
W. Scott Stornetta in 1991 [4]. From a historical perspective, 
the roots of technology appear when Ralph C. Merkle 
proposed the Merkle tree in the late 1970s [5]. In 1990, the 
first encryption money for electronic payments was used and 
names as e-Cash. Further evolution and improvements of the 
mixed chain concept were introduced in the 1994 in an article 
by Neil Haller with S / KEY, a mixed chain for Unix login [6]. 
In 2002, Adam Back proposed a hashcash [7][8], a 
blockchain-based electronic currency, with a proof-of-
compromise algorithm with many of the features of Bitcoin, 
and was referred to by Nakamoto as Bitcoin's reference study 
[9]. 

Blockchain is a distributed digital ledger technology that 
every node contains a copy of all transaction records that make 
up on the blockchain system [10][11]. The blockchain that 
gains a distributed structure thanks to the sharing of 
transaction records with all nodes avoids the problem of being 
the target of cyber-attacks faced by centralized systems 
[12][13]. Besides, the blockchain systems enable peer-to-peer 
transactions, which eliminates the possibility of a third party 
being an intermediary [14][15]. System' nodes see all 
transactions making blockchain-based systems attain 
transparency [16].  

Cryptology [17] is the basis of the blockchain [18]. The 
system consists of blocks [19]. Each block has a cryptological 
hash function [20]. These hash functions connect all end-to-
end blocks as a chain [21]. The first block created is called the 
genesis block. The characteristics of the chain are prescribed 
in the genesis block, and all operations that are performed are 
written to the ledger in one direction [22]. A transaction 
approved by the nodes cannot be modified. When a block 
changes, the system throws that block out of the chain. This 
way, blockchain systems are tamper-proof [23]. Blockchain 
technology is a supportive technology meaning that it can be 
used to support other existing technologies. For this reason, 
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blockchain technology is currently being adapted in many 
areas [24]. 

A. Characteristics of Blockchain Technology 

Each blockchain system has the following common 
characteristics.  

Distributed and sustainable: As the nodes forming the 
system are spread all over the world, a distributed system is 
obtained, unlike central data servers [25][26]. Also, there is no 
vital information or piece of code in the nodes to maintain the 
system. Thus, blockchain systems are sustainable systems. 

Secure: Cryptological hash functions [27] for example 
SHA256 and consensus protocols, explained in next sections, 
Merkle hash three and digital signatures [28] are all there to 
increase the security of the data which stored in the blocks 
[29]. 

Private: The information of users who make transactions 
in blockchain systems as a node is not shared with the public. 
Furthermore, in private and hybrid blockchain systems [30], 
transaction records are not visible to everyone and are only 
accessible by permissioned nodes ensuring blockchain 
systems’ privacy [31]. 

Indelible: In order for a transaction to register in the 
blockchain system, all nodes must approve. Information that 
is approved and written to the blockchain becomes definite 
and cannot be modified [32]. In other words, it is not possible 
to modify or delete a transaction that has been written to the 
block [33]. 

Transparent and auditable: Nodes forming the blockchain 
have access to the system and could see all the transactions 
performed [34]. This makes the blockchain systems 
transparent and auditable [35]. 

Consensus-based: A consensus algorithm can be defined 
as the mechanism used by a blockchain network to reach an 
agreement. There are many consensus algorithms and each has 
some advantages and disadvantages based on the needs of the 
system in which they are used [36]. Algorithms such as PBFT-
based, Stellar, Ripple, Proof-of-Work (PoW), Proof-of-Stake 
(PoS), Threshold Relay, Proof-of-Authority (PoA), Proof-of-
Burn (PoB), Proof-of-Elapsed Time (PoET) are consensus 
algorithm examples [37]. 

B. Public and Private Blockchains 

Public (Permissionless) Blockchains: It is a blockchain 

type owned by popular crypto coins such as Bitcoin [38] and 

Ethereum [39]. There is no limit to access and transaction. 

The participant joins the system and becomes part of it [40]. 

Because of this, the system has a distributed structure. In 

public blockchains, all nodes are synchronized with each 

other. When the established chain grows in time, the 

processing speed decreases with the increasing number of 

blocks, and hence the increase in the amount of energy 

consumed. As opposed to Private Blockchain, public 

blockchain systems allow users to monitor system events 

[41]. 

Private (Permissioned or Consortium) Blockchain: In 

private blockchains, access must authenticated [42] hence 

allowing only registered nodes [43]. Decision-making nodes 

are determined among the nodes granted access to the system, 

and the transactions are approved accordingly by registered 

nodes [44]. 

C. Blockchain Structure 

The blockchain structure consists of nodes of distributed 

architecture [45] and which are granted access to the structure 

that has records of all the transactions that took place in the 

blockchain system [46]. The data of the transactions 

performed in blockchain systems are stored in blocks of the 

chain [47].  

The first generated block is known as the genesis block 

[48]. The characteristics of the blockchain system to be 

created are prescribed in the first block and rules in this first 

block do not change during the lifetime of the blockchain. All 

the blocks after the genesis block are connected securely by 

cryptological methods. Also, each block has a timestamp, 

data, hash and previous hash value, nonce and public, and 

private keys [49]. Timestamp holds the time of the block 

created. Transactions comprise the data. The nonce is an 

arbitrary value and makes the blocks unique. Public and 

private keys are used to send data securely [50]. 

Blocks and Block Time: The information of transactions 

approved by the majority of nodes are stored in blocks. Data 

encoded with hash algorithms are organized as a Merkle 

(Hash) Tree as a fast retrieval method. All blocks are linked 

to each other by cryptologic hash algorithms. To link all 

blocks with each other hash pointers are used. Hash pointer 

and Merkle Tree data structure are placed in the block header 

[48]. 

In blockchain networks, the block time varies. The shorter 

the newly created block time, the faster the system is. For 

example, the Ethereum system has a block time of 15 seconds 

and a Bitcoin process of 10 minutes [51]. 

Decentralization: Today, the data centers of many 

advanced applications are centralized. This puts big and 

valuable data at the target of hackers [52]. For this reason, 

data security is always a significant problem. Blockchain 

technology enables peer-to-peer communication, public and 

private key usage, and hash algorithms for secure connection 

of the chain. Blockchain technology has a distributed 

architecture that deviates from being a central structure. This 

way, each node has become a part of this distributed system 

and increases the system’s security [53]. 

Openness: In most blockchain systems, the source code is 

public, i.e., it is open source. Anyone can download this 

source code and access the system. Also, the data of the 

created blockchain system is open to everyone. In this way, 

the system becomes open and is monitored by the nodes with 

access rights [54]. 

D. Advantages and Disadvantages of Blockchain 

Advantages of Blockchain: Due to the distributed 

structure of the blockchain, the data is not stored on a central 

server, thus protecting against technical malfunctions and 

cyber-attacks. Preventing cyber-attacks leads to the reduction 

of direct fraud attempts [55]. 

Stability is achieved in the system because the blockchain 

is unidirectional, a transaction approved by all nodes cannot 

be changed, and all changes can be monitored transparently 

by the access nodes [56]. 

The increase in the use of cryptocurrencies has enabled 

the possibility of reducing costs by removing third institutions 

or organizations through the peer-to-peer communication 

feature. Also, fake information sharing by financial 

institutions and the hidden charges applied to their customers 

will make customers have distrust in these companies. Use of 

blockchain by institutions will increase the transparency 

hence causing customers to trust in them [57]. 

Disadvantages of a Blockchain: Scalability is one of 

problems with the blockchain systems. Take Bitcoin for 

example. Bitcoin cryptocurrency is one of the applications of 

blockchain. As the system size, that is, the number of blocks 

increases, scalability has become an issue.  The Bitcoin 

blockchain platform can handle four transactions per second, 

while the Ethereum blockchain platform can handle twelve 

transactions per second. This processing power is 

unacceptable compared to the Visa card system or merely 

Facebook's processing capacity per second [58]. 

Although consensus algorithms are widely studied, the 

weaknesses of consensus algorithms still remains unsolved. 406



For example, the PoW algorithm is inefficient in mining 

operations, and the PoS algorithm does not perform 

sufficiently in the process validation stage [59]. 

As blockchain systems’ data grow with time, alternative 

solutions should be found in terms of data storage. Today, a 

blockchain system requires an average of 200 GB of storage 

space. The high demand for data storage that the blockchain 

systems need over time can become a problem [60]. 

Another problem is that the keys that are used as private 

keys used by the blockchains loss of these keys will result in 

the failure to reach the system. If the password is forgotten in 

the central data structures, there are steps to obtain a new 

password. Loss of private keys in distributed systems can lead 

to the loss of the valuable asset stored as well as the security 

it provides [61]. 

The 51% attack mentioned above poses a risk in theory. No 

successful 51% attack has been seen to date. However, an 

attack by quantum computers is likely to succeed. Therefore, 

it is worth noting that the 51% attack is a disadvantage. In the 

future, 51% attacks will no longer be a risk with the 

implementation of cryptology applications created with 

quantum calculation methods [62]. 

Finally, the strict transparency provided by blockchain 

architecture brings along the problem of lack of privacy. 

Credentials hidden by cryptology can be detected when open 

transaction records can be revealed. Therefore, hybrid 

solutions can be studied to solve the privacy problem [63]. 

E. Blockchain Application Areas 

Blockchain technology can be used on banking 

applications, internet security, supply chain, internet of 

objects, insurance, personal and public transportation, online 

data storage, foundations and endowments, voting processes, 

public applications, health applications, energy management, 

intellectual property and copyright applications, real estate 

and title deeds, digital identity, smart cities, smart contracts 

and legal compliance examination, applications in the field of 

education [64]. 

After the introduction of the Bitcoin cryptocurrency and 

its attention with its success, many crypto coins are 

introduced and used. After bitcoin, which aims to remove 

central authority, cryptocurrencies have attracted attention by 

many central authorities, and they are trying to make their 

systems compatible with the blockchain. Today, many central 

banks are working on blockchain-based cryptocurrency and 

financial instruments. Besides, the applications of blockchain 

technology on cryptocurrency and finance are called 

blockchain 1.0 [4]. 

Smart contracts [65] are one of the most critical 

developments that blockchain technology brings to our lives. 

Smart contracts can be thought of as part of the blockchains 

where adds dynamicity to the system. As the name implies, 

smart contracts are short snippets of code. These contracts, 

which are developed as the solution for a unique problem, are 

a piece of code in the blockchain system [66]. These systems, 

which only get executed once the condition arises, need to be 

carefully optimized since they cannot be corrected after they 

are coded. The use of smart contracts in Blockchain 

technology is called Blockchain 2.0 [4]. 

Every day blockchain technology has been adapted to new 

areas of application. All non-financial application areas are 

called blockchain 3.0. Also, blockchain technology and 

artificial intelligence applications are being tested. Although 

not explicitly accepted by the Community, it is considered to 

be called artificial intelligence adaptations for Blockchain 4.0 

[4]. 

III. ARTIFICIAL INTELLIGENCE 

Artificial intelligence is building computer systems that 
can simulate human intelligence. All learning can only be 

achieved when enough and proper data exist. The data set 
should be of high quality, up-to-date and relevant in order to 
obtain the most effective results from the data to be used, 
rather than having a very large size. Along with the quality 
data obtained in this direction, the algorithm and models used 
must be selected correctly. In addition, the proposed artificial 
intelligence solution should be scalable according to new 
requirements. 

The concept of artificial intelligence (AI) was first 
mentioned in the 50s. In 1956, the term of artificial 
intelligence was firstly announced by John McCarthy [67]. 
The first artificial intelligence studies were on neural networks 
and the idea was of a machine which can think the way a 
human does. The first wave of studies took place between the 
1950s and the 1970s. Between 1980 and 2010, artificial 
intelligence studies were mostly on machine learning which is 
a sub field of AI. Studies after 2010 focus on another subfield 
of AI, the deep learning. 

An examination of the literature will reveal research in 
General AI, Machine perception (speech recognition and 
computer vision), Natural Language Processing (NLP), and 
Robotics, Knowledge Representation and Reasoning (KRR), 
Pattern Recognition (PR), Machine Learning (ML), Artificial 
Neural Networks (ANN) and Social intelligence [68]. These 
research areas of artificial intelligence have many applications 
such as Automotive and Logistics, Retail, Healthcare, 
Military, Space Studies, Industry, Telecommunication, and 
Finance to name just a few. 

A. Possible Contributions of Blockchain Technology to 

Artificial Intelligence Applications 

The use of blockchain technology in artificial intelligence 
applications strengthens artificial intelligence applications in 
terms of reliability, security, transparency and trust.  

Quality problems encountered in data used in artificial 
intelligence applications lead to low interpretability success. 
For this reason, the data stored in blockchain systems and 
collected within the framework of certain standards and whose 
accuracy is beyond doubt will enable artificial intelligence 
applications to give clearer results. In addition, blockchain 
technology can be a solution to privacy and trust problems, 
which are shown as weaknesses in artificial intelligence 
studies in the literature. Thanks to the fact that the data used is 
taken from distributed data structures and the data cannot be 
tampered with, the results obtained can be more reliable. In 
addition, privacy concerns will be eliminated in artificial 
intelligence applications developed with data obtained from 
private blockchain systems. 

For example, in the study published in 2019, researchers 
proposed a self-testing and tracking systems for COVID19 
[69]. In this study, it is aimed to process the data obtained with 
a blockchain-based application from health institutions using 
a machine learning algorithm. The point that should not be 
overlooked in this study is the machine learning study on the 
data obtained from the blockchain system. In other words, 
while the data is obtained through smart contracts in the 
blockchain system, there is no artificial intelligence applied in 
the data extraction.  

Many study ideas are suggested in global warming, smart 
agriculture and other similar areas. The use of data obtained 
from blockchain-based distributed data structures in studies 
with artificial intelligence applications at the center is of great 
importance in this respect. 

B. Possible Contributions of Artificial Intelligence to 

Blockchain Technology Applications 

Blockchain is a relatively new topic of study and is on its 
way to become more mature and stable. Like any other new 
technology, it has its urgent shortcomings that need better 
solutions. The main issues that need to addressed in 
blockchain technology are high energy consumption, 407



scalability, security problems arising from improper 
development of smart contracts [70]. 

Especially the high energy consumption seen in the bitcoin 
blockchain application is a huge problem in terms of 
sustainability. Although the use of new alternatives proposed 
in consensus algorithms that can solve high energy 
consumption is promising.  The success of artificial 
intelligence applications in energy consumption optimization 
is well known. For this reason, the contribution of artificial 
intelligence applications in the most optimal determination of 
the energy spent in the mining process, which is needed not 
only in the bitcoin blockchain system, but also in all similar 
blockchain systems, will undoubtedly be very high. 

Blockchain systems are systems that cannot be intervened 
after they are installed and increase in size as their use 
increases. When the idea of bitcoin crypto money was 
proposed by Satoshi, solution suggestions were also shared for 
the problem to be encountered in scalability. Pruning of old 
transaction records in blockchain was proposed by Satoshi [1]. 
However, the same problem is encountered in many similar 
blockchain systems, as in the example of bitcoin, which is 
moving towards 350 GB. Federated Learning may be a very 
convenient solution method to this problem. Federated 
learning is a machine learning technique that trains an 
algorithm between multiple decentralized nodes without 
exchanging data. Because of this feature, it is a machine 
learning algorithm that is very suitable for blockchain 
architecture [4]. 

In blockchain systems, the smart contracts that we 
encounter in the Blockchain 2.0 process have made the 
blockchain systems more functional. Smart contracts are small 
pieces of code prepared for previously anticipated situations 
and automatically complete the transaction in case the 
condition it states is met. An overlooked flaw in smart 
contracts developed in blockchain systems can cause serious 
problems in the future. For this reason, it is of great importance 
that the smart contract codes are checked by an artificial 
intelligence algorithm and their deficiencies are detected. The 
platform named Oyente offers a service for Ethereum-based 
blockchain smart contracts. However, this service needs to be 
provided in all blockchain systems and the need for a 
developed one using artificial intelligence algorithms is 
undoubtedly very high. 

In cases where mining is required in blockchain systems, 
efficiency is an important issue. Artificial intelligence 
applications that track and organize the working conditions of 
miners are needed to increase efficiency. Thanks to the 
solution suggestions that ensure that miners do not work in 
vain, energy consumption will decrease as well as faster 
transactions on the network. 

C. Projects on Artificial Intelligence and Blockchain 

Technology in the World and Turkey 

In the literature reviews we have done, there are no 
institutions working on or projects about artificial intelligence 
and blockchain technology in Turkey. For this reason, adding 
blockchain technology to the work of Turkish organizations 
working on artificial intelligence is of considerable 
importance.  

However, there are initiatives such as DeepBrain Chain, 
Synapse AI, Endor, AiX, Peculium, Autonio, burs iQ, Indorse, 
Matrix, Neureal, BotChain, Singularity Net, Numerai, 
Dopamine working in this field in the world. If shared 
initiatives are examined, the potential of blockchain and 
artificial intelligence studies carried out todays will be better 
understood. 

IV. BLOKCHAIN INTELLIGENCE 

The concept of blockchain intelligence, as its name 
suggests, is one that involves and integrates the use of both 
technologies. It is aimed to obtain a more efficient system by 

using artificial intelligence tools for various improvements in 
a blockchain system while designing a new one. As briefly 
touched before, developing a blockchain intelligence system 
will help to solve many structural problems of “regular” 
blockchain systems. When the distributed, decentralized, 
anonymous, secure, transparent structure provided by 
blockchain technology is combined with the learning, 
detection, diagnosis, improvement and automation 
opportunities provided by artificial intelligence algorithms, 
the mingling process will result in more efficient blockchain 
systems. 

There will be significant improvements in three aspects in 
the systems we call blockchain intelligence. These can be 
expressed as smart operational maintenance of the blockchain, 
smart quality assurance of smart contracts, and automatic 
malicious behavior detection of blockchain systems [71]. 
Explanations on these issues are included in the titles A, B and 
C. 

A. Smart Operational Maintenance 

A blockchain system can be monitored using artificial 
intelligence and the errors that the system may encounter can 
be detected and maintained in advance. Data is constantly 
produced in all blockchain systems that are widely used today. 
If the system is not monitored regularly, the problems that may 
arise will cause very destructive results. For this reason, it is 
possible to keep the performance of the system in the most 
optimal way by constantly monitoring it with artificial 
intelligence and making necessary interventions. 

B. Smart Quality Assurance of Smart Contracts  

The verification of the structural accuracy of smart 
contracts using artificial intelligence algorithms was a 
requirement that we mentioned in the previous sections. 
However, the determination and development of smart 
contracts required in blockchain intelligence by the system 
will emerge as one of the issues we will encounter under the 
roof of blockchain intelligence in the future. In this way, a 
blockchain system will detect new smart contracts it needs and 
include it in the system in the most appropriate way. As it can 
be understood from here, changes will be possible in the 
structures of smart contracts used in blockchain systems. 
Because there is a need for alternative solutions to overcome 
the almost impossible problems arising from smart contracts 
that cannot be changed after they are introduced in the 
blockchain system. The most obvious solution method will be 
to bypass the smart contract used and define a new smart 
contract instead. In an environment where studies on 
blockchain technology are increasing, it is possible for us to 
encounter innovations in the above-mentioned direction. 

C. Automatic Malicious Behavior Detection 

One of the most used products of blockchain systems 
today is crypto money. Since the first use of Bitcoin crypto 
money in 2009, there have been many discussions about who 
used cryptocurrencies and for what purpose. Undoubtedly, it 
is very natural to use cryptocurrencies to finance many illegal 
activities due to its anonymous structure. Turkey also 
experienced as previously "Çiftlik Bank" fraud attempt which 
is prepared with the logic of the Ponzi scheme for fraudulent 
purposes. Unfortunately such fraud attempts are going on 
around the world. And finally, it is known that serious 
amounts of theft have been experienced using systemic errors 
found in some blockchain systems. Automatic malicious 
behavior detection systems are needed to prevent all these 
negativities. It is aimed to establish a system that will alert in 
suspicious situations encountered with an artificial 
intelligence that examines blockchain systems, and will detect 
illegal purposes, various manipulations, and attempts like 
Ponzi scheme [73]. 
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D. Blockchain Intelligence Case Study 

The use of blockchain technology in the field of health is 
a very interesting subject of study. The multi-stakeholder 
structure of the healthcare industry is in great need of 
technological innovations in order to facilitate the 
management of institutions. For this reason, many studies are 
carried out, including ourselves, on the application 
possibilities of blockchain technology in the health sector. 
However, the studies carried out jointly include the suggested 
solutions to increase data security and anonymity. Considering 

the possibilities of blockchain implementation in health, 
which blockchain intelligence will suggest, a much more 
complex structure emerges.  

As it can be understood from Figure 1, it is seen that the 
blockchain systems to be developed will have a much more 
dynamic and intelligent structure if the concept of blockchain 
intelligence begins to be used in real applications. 

Also the study conducted in 2018 (It is the study where the 
visual shown in Figure 1 was used to our study), in a health 
management system proposal in which all stakeholders consist 
of solution suggestions developed with blockchain 
technology, it is recommended to use artificial intelligence 
with blockchain technology and add features such as analysis, 
diagnosis, advice, support and classification [72].  

Solutions such as education, retail, government and 
management can be developed with the same logic as the 
example we shared in the field of health. As it can be 
understood, if the use of artificial intelligence and blockchain 
systems together is widespread and easy to implement, it is no 
exaggeration to say that an era in which blockchain 
intelligence will prevail is about to begin. 

V. CONCLUSION 

 In our study, the concept of blockchain intelligence is 
introduced. It was stated that what can be achieved in closing 
the structural deficiencies of blockchain technology with 
artificial intelligence. Solutions that can be provided by 
blockchain intelligence are shared to detect structural 
problems encountered in smart contracts in advance. The 
necessity of blockchain intelligence in tracking suspicious 
transactions and taking necessary precautions has been shared. 
The necessity of blockchain intelligence has been stated to 
monitor blockchain systems and to detect performance 
problems anticipating them and taking precautions before they 

happen. In addition, as can be seen in the shared health 
example, it has been shown that the innovations provided by 
artificial intelligence are a very suitable method in eliminating 
the deficiencies needed with the distributed, secure and 
anonymous structure of blockchain technology. 
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Abstract— Correct detection of cancer in patient is critical, and 

changing the next treatment, can increase the survival. Machine 

learning (ML) techniques are effective in disease detection and 

are used in various classification problems with accurate 

predictive performance. Diverse algorithms can supply 

different accuracies. Therefore, it is necessary to use the most 

appropriate method that provides the best results. This study 

aims to measure the success of various ML algorithms in 

melanoma classification problem in different development 

environments. With this aim, the ML techniques including 

Logistic Regression, K-Nearest Neighbor (KNN), Decision Tree, 

and Support Vector Machine (SVM) in Matlab© and Python 

environments, have been used for the classification of 

Melanoma and the best successful one is selected for 

diagnosing for CDSS.  As a result of the trainings, the highest 

classification success was obtained with the KNN classifier in the 

Python environment with 93.3%.  
 

Keywords— melanoma classification, machine learning, 

KNN, SVM, logistic regression, decision tree 

I. INTRODUCTION  

 
     Recently skin diseases have become common to 

everybody. Many factors affect the beginning of these 

diseases and each age group has different symptoms. 

Exposure to excessive amounts of ultraviolet radiation in 

sunlight will make the skin sensitive, make it easier to 

become infected, and possibly cause skin problems [1]. 

Melanoma causes 75% of deaths due to skin cancer, as its 

incidence is 4% among skin cancer types [2]. Melanoma is a 

type of skin cancer that occurs as a result of mutations in the 

melanocytes in the skin and occurs on the skin surface, hair 

follicles, and eye. The rate of correct diagnosis by expert 

dermatologists is estimated at 75–84% [3]. For this reason, 

computer-based solutions are needed to increase diagnostic 

accuracy in medicine, and CDSSs have emerged [4]. CDSS 

is being used because of its potential to reduce medical errors 

and improve healthcare quality and efficiency [5].  

 

There are many studies conducted for skin cancer 

classification. One of the first studies conducted in this area, 

using a neural network model had a higher success with 

92.62% accuracy [6]. Kolkur, Kalbande, and Kharkar's in this 

study were used artificial neural network (ANN), KNN, 

SVM, Decision Tree, and Random Forest classifier models. 

100% success has been achieved with ANN and Random 

Forest models [7]. Finally, six machine learning classification 

techniques: Linear discriminant analysis (LDA), Passive-

aggressive classifier (PAC), Gaussian Naïve Bayesian 

(NB)Radius Neighbors Classifier (RNC), Bernoulli Naïve 

Bayesian (BNB) , and Extra tree classifier (ETC) are used to 

classify the skin disease and three ensemble techniques: 

Bagging, AdaBoost and Gradient Boosting classifiers are 

applied to improve the accuracy obtained by machine 

learning algorithms. A feature selection method is also 

applied on the skin disease dataset to obtain an accuracy of 

99.68% in the case of the Gradient Boosting ensemble 

method applied on RNC [8]. 

 

     This study aims to classify skin lesions in 2 groups as 

nevus and melanoma with machine learning techniques to 

develop helper CDSSs for supporting the expert decision. 

The CDSS will help increase both the speed and the accuracy 

of the diagnosis. In this study, we made the classification of 

skin lesions in Python and Matlab development environments 

with KNN, SVM, Logistic Regression and Decision Tree ML 

algorithms and comparison of their classification 

performances. For the classification of skin lesions with ML 

techniques, the melanoma data set created by Duzce 

University Pathology Department pathologists was used.  

     As a result of the training, ML techniques have shown 

different success rates in different techniques. When ML 

models were compared, the model created with skin lesions 

KNN was the most successful algorithm in both Python and 

MATLAB environment. It also achieved the highest success 

in the Python environment with 93.3% in the KNN test data 

set. The model created with the Desicion Tree algorithm was 

the lowest successful model in both environments. In line 

with the results obtained, the KNN model was chosen 

because it would give the most accurate result to the expert in 

diagnosing CDDS. 

 

     This paper consists of the following sections: Chapter 2 

gives information on the data set, explains the theorical 

background of ML algorithms, ML environments and gives 

information about the evaluation of classification 

performance. Then, the methods used in the study are 

explained in chapter 3. The experimental results are given in 

chapter 4. The results of the study are explained in chapter 5. 
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II. BACKGROUND STUDY 

A. Machine Learning Algorithms 

     There have been numerous ML techniques used for 
examining the classification of cancer problems. In this 
section, it gives explanations about SVM, KNN, decision trees 
and logistic regression classification algorithms. 

1) Decision Tree:   Decision tree is an ML algorithm in 

tree structure that learns with supervised learning. It designs 

a model to estimate the class as per the input data. The 

algorithm helps in making decisions through tree nodes. The 

best selected data set is placed at the top and then further 

integrated to achieve the best possible result [9].  

 

2) K-Nearest Neighbor:   KNN is a supervised learning 

ML technique that doesn't make assumptions on the given 

data. On the contrary, it grows with the training set, so each 

training set can be considered as a new parameter [10].  

 

3) Support Vector Machine:  Support Vector Machine 

(SVM) is a technique based on the statistical learning theory. 

It has been used for solving classification and regression 

problems [11]. SVM divides the data set into two classes by 

specifying the linear classifier that will maximize accuracy 

and minimize error. This linear classifier is called hyper plane 

[12].  

 

4) Logistic Regression:   Logistic regression is a 

supervised machine learning model and is often preferred in 

algorithms that require binary classification [13]. 

Classification in logistic regression is done by dividing the 

data set into two with the help of a straight line. Separating 

parts of the data set are considered as two separate classes. In 

this study, logistic regression classifier algorithm was 

preferred because a binary classification algorithm 

(melanoma and nevus) was required. 

B. Machine Learning Environments 

     There are many available open-source code tools and 

libraries that are frequently being used in machine learning 

especially in the case of health care applications. Using this 

study tools are as follows.  

 

1) MATLAB: MATLAB©, which means "Matrix 

Laboratory", is a development environment designed for 

scientists and engineers to create functions, create models, 

draw data, develop applications, and more [14]. In Machine 

Learning and Data Analysis problems. It is used for high-

level mathematical analysis.  

 

2) Python: Python is a high-level language. It is used in 

data science and ML because of its flexibility, easy, open-

source, and compatibility with many tools. 

C. Data Pre-Processing 

      Data preprocessing is adapt the data to the requirements 

posed by each ML algorithm, and enable the user process 

complex data [15]. Data preprocessing includes data 

transformation, cleaning, normalization, and aims to reduce 

the complexity of the data by feature selection. After the 

application of a data preprocessing process, the final data set 

obtained can use for any ML algorithm applied afterwards 

[16]. 

 

D. Dataset 

This study was used the Duzce University Faculty of 
Medicine Melanoma data set. In this data set, 150 different 
lesions were classified by experts in 2 groups as nevus and 
melanoma. input data of the study are age, gender, location, 
and tumor size criteria obtained as a result of the dermoscopic 
examination of the lesions.  

 

TABLE I.     DEFINING DERMOSCOPIC CRITERIA 
 

Input Name Value 

Age 9-85 

Location Non = 0 

Head = 1 
Body = 2 

Foot = 3 

Hand = 4 

Tumor size 1 – 40 mm 

Sex Women = 0 

Man = 1 

 

 

E. Evaluation Classification Performance 

     Evaluation of classification results is an important process 

in classification problems. There are three criteria for 

measuring the performance of a classification model: 

accuracy, specificity and sensitivity [17]. Table 2 gives the 

necessary parameters for the calculation of classification 

performance. 
 

 

TABLE II.      MEASUREMENT PARAMETERS TO EVALUATE 

THE PERFORMANCE OF A CLASSIFIER 

 

     Accuracy is the measure of the success of classification 

algorithms [17]. It is defined as the ratio of the correct number 

of states to the total number of states: 

 

Accuracy =  
TP + TN 

TP + TN + FP + FN 
×  100%                              (1) 

 

     Specificity is defined as the proportion of actual negatives, 

which got predicted as the true negative. Specificity can be 

calculated as the following:               

 

Specifity =  
 TN 

TN + FP 
×  100%                                                 (2)       

 

     Sensitivity is a measure of the proportion of actual positive 

cases that got predicted as true positive. It is calculated as the 

following:      

 

Sensitivity =  
 TP

TP + FN 
×  100%                                           (3) 

Parameters Description 

True Positive (TP) Cases of correct classification of diseases  

True Negative (TN) Cases of correct classification of no disease  

False Positive (FP) Cases of incorrect classification of disease  

False Negative (FN) Cases of incorrect classification of no 

disease. 
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F. Machine Learning Based Clinical Decision Support 

System 

 

     CDSS, are smart software systems to support the expert 

decision, increasing the accuracy of the diagnose and fasting 

the diagnosing process. A CDSS estimates case-specific 

diagnosis by storing data on the patient's disease. Various ML 

algorithms and programming tools are required to develop 

intelligent CDSS software. Numerous ML and prediction 

algorithms are available and produce different results. 

Therefore, the appropriate learning and prediction algorithm 

should be selected for the decision-making system to give the 

most accurate result to the expert [18]. Advanced CDDSs 

such as QC PathFinder, TheraDoc, Sentri7, Safety Surveillor, 

and MedMined is widely used in hospitals and clinics around 

the world [19]. 

 

III. METHODOLOGY 

In this study, 1440 clinic data were used. The classification 
has been made in MATLAB and Python development 
environments using SVM, KNN, Decision Tree, and Logistic 
Regression machine learning algorithms. Many factors affect 
the success of ML. The quality of the data set is crucial to 
achieving a high classification success. Therefore, a quality 
data set is obtained by applying pre-processing techniques 
such as data cleaning, data normalization, data transformation 
and feature extraction on the data set [20].  

In this study, the data processing steps were applied on the 
melanoma data. Thus, incomplete and meaningless data has 
been eliminated. The quality of the data set was increased by 
removing the duplicate data and turning it into a clean data set. 
80% of the data set was used for training all algorithms. The 
remaining data are reserved for testing the classification 
models.  

In the first classifications, in MATLAB environment in the 
online Matlab Classification Learner tool using SVM, KNN, 
Decision Tree, and Logistic Regression algorithms were 
performed by applying 20 fold cross-validation. In the second 
classifications, in Python 3.7 version was applied by using the 
Scikit Learn library that includes machine learning algorithms 
SVM, KNN, Decision Tree, and Logistic Regression 
algorithms. 

      As a result of the comparisons, the highest success was 

achieved with the KNN algorithm in the Python environment. 

A model has been created with the KNN algorithm to be used 

in decision making in CDDS. A database has been created for 

use in recording patient data received for diagnosis. The 

personal information of the patient and the dermoscopic data 

to be used by the specialist in diagnosis are recorded in the 

created database. The recorded data are sent to the KNN 

model for classification. Estimation of the KNN model is 

presented to the specialist physician. 
 

IV. EXPERIMENTAL RESULT 

     Classification performances of KNN, SVM, Logistic 

Regression and Decision Tree algorithms in Python and 

Matlab environments were compared in melanoma data set. 

In all algorithms, 80% of the data set was used as training, 

20% as a test, a random selection value of 10 and cross-

validation value 20. In the KNN algorithm, the value of the 

n_neighbors parameter is determined as 5 optimum value. In 

the SVM algorithm, kernel value is sigmoid, degree value is 

3, and gamma value is auto. In Decision Tree and Logistic 

Regression, algorithms are used default values. 

 
TABLE III.     ACCURACY SCORES OF MACHINE LEARNING 

ALGORITHMS 

 
 Accuracy 

Algorithm Matlab Python 

KNN 81.2% 93.3% 

SVM 78.5% 81.6% 

Logistic Regression 75.8% 80% 

Decision Tree 66.8% 69.5% 

 

     Table 3 shows a comparative analysis for four different 

machine learning algorithms. According to the results in 

Table 3, the algorithm with the highest success in Python and 

Matlab environments is KNN. The Decision Tree algorithm 

showed the lowest performance in both environments. The 

Python environment has achieved higher results than Matlab. 

As a result, it has been revealed that the KNN algorithm can 

make accurate predictions in the melanoma classification 

problem with high classification success. In this way, it can 

help the specialist physician make the correct diagnosis in the 

case of melanoma. 

V. CONCLUSIONS 

     In this study, the detection of melanoma from clinic 

evaluations was achieved at a high rate with ML classifiers. 

Four different ML algorithms have been compared with each 

other and in two different development environments and 

their effect on performance has been examined. The highest 

classification success was obtained with the KNN classifier 

in Python program with 93.3%. The success of the 

classification shows that CDSS can assist the expert in the 

diagnosis of melanoma with high accuracy. 
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Abstract— The development of a platform that would enable 

local government units to serve the citizens has always been a 

challenge in Albania. Generating and developing this model has 

consisted in analyzing the current processes, figuring out all the 

services that local government unit (LGU) are offering, 

designing, implementing and testing. This paper analyses the 

platform created during the process of defining a redesign of a 

large information system: the information plan, the data 

conversion, the interaction and the release strategy. The IOSS 

model for local government unit implements a service delivery 

model based on the One Stop Shop service delivery philosophy.  

Keywords— one-stop-shop, process, government, software, 

service 

I. INTRODUCTION  

The Integrated One Stop Shop (IOSS) model for local 
government implements a service delivery model based on the 
One Stop Shop service delivery philosophy. The importance 
of online one-stop government in public service delivery is 
recently pointed out in a study of the European Commission 
[1].  

 In this model, Administrative Units serve as a service 
desk, responsible for accepting applications for administrative 
services and providing the final response to the citizen. Many 
countries worldwide have set the realization of e-Government 
as one of their primary targets [2]. The European Union, 
through the Europe initiative, recognizes that e-Government - 
and also one-stop government could provide significant 
advantages to citizens, business and the public sector itself [3]. 
The integration is created through a data network that connects 
the Administrative Units with the Municipality, while process 
automation software is used to provide the necessary 
functionalities to initiate service requests at desks (front  

office) of the administrative units and review them at the 
administration offices (back office) in the Municipality. The 
one-stop-shop idea enables people and clients to have a single 
area to access to information and service transactions [4]. The 
integrated one-stop shop model will enable citizens access to 
information 24 hours a day, 7 days a week from public, private 
and government sectors to increase the quality of those 
services [5]. IOSS model has three main components which 
provide the basis for the functionality of this model, 
administrative procedures, software system and training 
curricula. This Software System enables the implementation 
of IOSS model and has a number of features that guarantee a 
cost effective, flexible and self-sustainable system. The 
conceptual model of the IOSS is illustrated on fig. 1. 

 

II. OSSH SOFTWARE 

A. Smart Processes software 

A good understanding of administrative processes is 
crucial for adapting public services to one-stop government. 
Proper comprehension is no small problem, as in the field of 
operational administrative action, a huge variety of different 
processes can be encountered [2]. Most processes are rather 
complex due to several causes (cf. [6]).  

The complexity of many public services grew during the 
twentieth century, and the functional specialization of the 
traditional bureaucracy ran counter to the nature of many 
citizen errands, which involve interactions with multiple 
authorities [7]. The software created for the implementation of 
IOSS model provides a straight forward method of entering 
the prepared extended service templates into it, and start 
running cases for that service requests. The software has a key 
feature which guaranties a long life of the IOSS system, which 
is “the capability to accommodate changes”, since this is the 
biggest challenge to be faced by IOSS model at municipalities.  

The IOSS model is implemented in process automation 
software called Smart Processes . The software is web based 
and provides features which enable the IOSS to be:  

• Flexible to changes 

• Customized Data Entry Interface for each individual 
service ( Case Management instead of file tracing) 

• Data Privacy Control for Scanned Documents 

• Digital Signing Capability 

• Able to provide multi-channel services 

• Able to integrate with Back Office Systems or other 
Gov Systems  

 

Fig. 1. Conceptual Model of IOSS. 
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• Able to serve as a platform to provide services on 
behalf of other institutions 

B. Ability to accommodate changes  

Processes are designed with a friendly use concept, web 
based drag and drop interface in all the components of a 
process: 

• Data entry forms 

• Workflow ( cases statuses, steps and rules) 

• User Roles 

• Generated Printable Forms 

• Attached Scanned Documents 

• Communication with other systems 

• Communication with other channels ( email or 
SMS notification on events) 

After being created, the processes are sent for execution in 
the “Cases Portal”, which is the main workspace of IOSS 
users. A similar environment with limited functionality is also 
provided in the web portal to the citizens. This method 
provides a level of functionality which guaranties that the 

  

IOSS system is able to adapt to legal changes which might 
affect the administrative services. This is an important aspect 
for the sustainability of the IOSS in the conditions when 
several reforms are on the process in Albania. The following 
scenario aims to illustrate the ability of the IOSS system to 
accommodate changes.  

III. SAMPLE SCENARIO: ADD A NEW SERVICE IN THE IOSS 

SYSTEM 

This scenario explains how a new service is added into the 
IOSS. The chosen service is “Request for Financial Assistance 
in case of Natural Disaster”.  This service is added to the IOSS 
system in Shkodra and Lezha, the first week of January, 2016 
due to the fact that water floods have caused damages to the 
citizens in these municipalities. The new service is added by 
the local IT Administrator, which in this case have executed 
the “Process Designer” role, indicated in the Fig. 2. 

 The “Process Designer” should not be necessary an IT 
professional; it could also be an administrative service domain 
expert, which has the necessary training to use Smart 
Processes. This is possible because creating new processes 
with the most common features is an easy task done with a 
drag and drop interface. Configuring advanced features such 

as child processes, web service integration or notification 
events is also done through a drag and drop interface, however 
IT knowledge about web services and events is required. 

A. Creating the process 

The print screens that are edited demonstrate some of the 

steps from the application of a new service 

creator(illustrated on Fig. 3). The “New App” button 

creates a new service. Afterwards the process 

configuration is opened. 

B. Configure the process 

Process Designer then configures the process in terms 
of:  

• General parameters ( process name, a short 
description, a process category, and a process 
icon),  

• Process Capacity ( Maximum Number of 
Cases per Process, Maximum Number of 
Cases per Case Initiator ,Maximum Number 
of open Cases per Case Initiator),  

• Process Availability (Time when it is possible 
to start creating cases in this process,  

• Deadline up to which is possible to create 
new cases in this process,   

• Deadline up to which is possible to modify 
cases in this process). Afterward the Data 
entry form(s) have to be designed through the 
Form Designer. (illustrated on Fig. 4) 

 

 

Fig. 3. Adding a new service. 

 
 

 

 

 

 

Fig. 2. Role of the Process Designer. 

 

 

 

Fig. 4. Configure the process. 
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C. Creating data entry forms 

 

 

Each process has a data-entry form. Data-entry controls 
are organized into pages. Pages are a container object 
which is refereed in the access rights configuration, thus 
providing different views of the data entry form for 
different user roles depending on the status of the 
individual case of the processes. All input controls are 
added through form designer including attachments and 
printed out forms (called SmartDocs in Smart Processes). 
(illustrated on Fig. 5) 

D. Design the service workflow 

Each process has a data-entry form. Data-entry controls are 

organized into pages. Pages are a container object which is 

referenced in the access rights configuration, thus providing  

different views of the data entry form for different user roles 

depending on the status of the individual case of the 

processes. All input controls are added through form designer 

including attachments and printed out forms (called 

SmartDocs in Smart Processes) (illustrated on Fig. 6). 

 

 

E. Prepare the Printout Forms (SmartDocs) 

The process designer prepares a Microsoft Word document 

with content and named bookmarks.  This template will be  

 

 

used to generate the final report. The document is attached in 

the SmartDocs configurator. After this, mapping should take 

place, it is an easy process where you have to map the 

bookmark field and find the appropriate bookmark, 

previously added in the Microsoft Word document 

(illustrated on Fig. 7). 
 

F. Managing the cases 

The main view of the web portal is used to create and 
manage cases in this process. All the data are structured 
and set under their specific category. There are two 
different menus, the right side one and the top one. The 
right menu contains information related to the selected 
case, while the top menu shows the different types of 
services that the web portal is offering (illustrated on Fig. 
8).  

  

 

Fig. 5. Creating data entry form. 

 

Fig. 6. Design the workflow. 

 

 

Fig. 8. Cases Portal. 

 

 

 

Fig. 7. Prepare the Printout Forms (SmartDocs). 
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IV. BENEFITS  

A. Case Management instead of file tracing 

As demonstrated in the sample scenario of creating a new 
service, each component of a service is created through a drag 
and drop interface. This allows the creation of customized 
data-entry forms for each service, depending on the data that 
the service requires. This approach provides several 
advantages compared to an approach where only data that has 
to do with the request handling is captured, and get 
information required in the attached documents: 

• Data capture at the application eases the 
application/request review through filtering, 
dynamic routing of cases using data based rules etc.; 

• A database with browse able data is  created as a 
normal working procedure; 

• A detailed analysis of the service delivery 
performance could be done based on the data 
generated by  created cases; 

• Back Office enters data for the application/request 
review in the case practice created in the application, 
herewith providing a transparent and easily auditable 
case management practice. 

• Integration of the cases with other systems such as 
back office software or other Gov Systems could be 
implemented to read and write data from the cases. 

• Integration with other systems allows operating as an 
interface for services provided by other institutions. 

B. Data Privacy Control for scanned documents 

There are regulatory guidelines that obligate LGUs for data 

privacy protection of the scanned documents, provided but 

the citizen at the application for a service. The web-based 

scanning tool part of the Case Management triggers the 

scanning device directly from the browser, thus scans the 

documents without leaving a copy of the scanned document 

in the local desk computer. 

 

C. Digital Signing Capability 

Smart Processes has implemented the secure authentication 

and digital signing services provided by Aleat, the 

responsible company for Secure Authentication and Digital 

Signing.  Given that, a commercial agreement between the 

municipality and the service provider is established, it would 

be easy to activate the authentication and signing of digital 

signing of the documents. 

 

D. Multichannel services 

Beyond the service desks, IOSS system has:  

• A web portal which would allow the citizen to get 

information about the status of his service 

case/application. In addition, the web portal 

provides the option of application online for an 

administrative service.  

• Integration with SMS Gateway to trigger messages 

based on Case/Application Events. 

• Self-service kiosks could also be connected to IOSS 

system to provide status update of the 

cases/application. 

 

E. Ability  to integrate with Back Office Systems or 

other Gov Systems  

Despite the research available, data integration remains a 

major challenge for governments [8]. For instance, when data 

are integrated, it becomes more difficult to keep them secure 

and to ensure their use does not violate citizens' rights to 

privacy [9]. Because of this, the number of governments that 

have achieved high levels of data integration is small. 

 The software, on which the IOSS system is based, allows 

through the feature “Web Service Event” the configuring of 

an event which calls a web service through an easy to use 

“drag and drop” interface. 

• Process Designer enters the web service address 

(URL).  

• Smart Processes will query the metadata of the web 

service and list its published methods.  

• Process Designer chooses the desired method of the 

web service to be called. 

• Smart Processes will query the metadata of the web 

service and list the arguments of the chosen method. 

• Process Designer maps the data-entry fields of the 

process with the arguments of the web method. 

After this configuration steps when the triggering case event 

will fire the web service method will be called and the data 

from the case will be synchronized with the mapped 

arguments of the web service method.  

For example, when a tax-id data-entry field is updated a web 

method is called which takes the tax-id values as an input 

argument and provides the name of the company as an output 

argument. The output argument will be written to the field 

value of the data-entry form to which it is mapped in the 

configuration. 

This feature enables IOSS system to integrate very easily 

with other systems through standard web service interface. 

This integration can be configured by the IT Administrator of 

the municipality and does not require any additional software 

programming.  

 

F. Ability  to serve as a platform to provide services 

on behalf of other institutions 

The web service interface allows the IOSS system to operate 

as an interface for other systems. The above feature enables 

scenarios where citizens make request for services offered by 

other institutions through the IOSS system. IOSS system will 

store the request, send it to the back end system of the 

institution through web service, query the status of the case 

from the back end system and provide the answer to the 

citizen. This feature allows IOSS to serve as a platform to 

provide services on behalf of other institutions. 

 

G. IOSS system base technology  

Smart Processes are developed on top of Microsoft .NET 

framework and use Microsoft SQL Server as a database 

system. Smart Processes is fully operational when running on 

top of SQL Server Express Edition. The limit of 10GB per 

database imposed by SQL Server Express Edition is far 
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beyond the expected database size increase of IOSS database. 

The estimated yearly database size increase is less than 500 

MB per year, while the current database size of both IOSS 

systems implemented is less than 600 MB. The projected 

database size after 10 years would be less than 6GB.  This 

simple calculation demonstrates that a fee-based database 

license is not required for IOSS system.  

Due to the fact that is based on widely known programming 

languages and environments in Albania (Microsoft .NET 

programming languages and SQL Server) IOSS system gives 

the necessary level of independence to the Municipality to 

develop other functionalities connected to the IOSS system 

using its internal resources or external contracts. 

 

V. CONCLUSIONS  

 
The ultimate goal of these reforms is to solve problems 

with a malfunctioning government bureaucracy for frontline 
service delivery, ensuring that all citizens have access to the 
basic personal documents needed in a variety of life situations, 
as well as access to basic public services [10].  

The IOSS system is under implementation phase in the 
Municipalities of Shkodra and Lezha, including 
Administrative Units of Dajc, “Bregu i Bunes”, Velipoje, 
Kallmet and Shengjin. The implementation of IOSS system 
first started in Lezha and after 6 months of success started the 
implementation in Shkodra. Up to now, there are 86 
digitalized services configured and active in both 
municipalities.  

The implementation projects in both municipalities aims 
to consolidate the digitalized services as well as to enter new 
services which might emerge due new functions delegated to 
the Municipalities. 

The so far implementation of the IOSS in the 
municipalities of Shkodra and Lezha generated interesting 
conclusions which would help other LGUs to plan and execute 
the projects for IOSS implementation. The tables below 
provide an overview of the configured services in the two 
municipalities.  

Table 1.  Overview of Services Configured in Lezha 
Municipality 

Services Configured  

Number of Services 78 

Average Forms per Service 3.62 

Average Workflow Steps per Services 5.55 

  
 

 

 Table II. Overview of Services Configured in Shkodra 
Municipality 

Services Configured  

Number of Services 67 

Average Forms per Service 6.66 

Average Workflow Steps per Services 6.54 
 

 

The tables above are an illustration of the fact that it is not 
possible to have a unified IOSS system for all municipalities: 

1. While legal framework assigns functions to the 
Municipalities, the way how those functions are translated into 
services is subject to the decision of the municipality 

2. Different Organizational Structures and different 
management decisions will create different workflows which 
would provide different printed forms to accompany the 
workflow of a service case.  

Based on the situation and how the real implementation is 
currently going, this software is able to accommodate 
changes. The IOSS system must allow to reconfigure the 
workflow, the forms printed user roles in a fast way without 
additional software programming. The IOSS system must 
allow creating new services without additional software 
programming. This IOSS system feature must be available in 
a simple user interface in order to be used by the 
Municipality’s personnel, without having to contract an 
external company for this task.  

“Fig. 9” below provides evidence on the number of 
services digitalized in both municipalities of Lezha and 
Shkoder, based on the reference list of 67 services unified 
during the study phase of the project. 

 

 

Fig. 9.   IOSS System. 
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